
PHYSICAL REVIEW B 1 MAY 1998-IIVOLUME 57, NUMBER 18
Thermodynamics and mechanism of theB1-B2 phase transition in group-I halides
and group-II oxides
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We study the thermodynamics, mechanism, and kinetic aspects of theB1-B2 phase transition in alkali
halides and alkaline-earth oxides, using both two-body potentials and first-principles periodic Hartree-Fock
theory, includinga posterioricorrelation corrections and self-consistent density functional calculations. Both
the Buerger and Watanabe-Tokonami-Morimoto mechanisms are shown to be operable, for the activation
energies of the two mechanisms are very close. The activation energies predicted by the potential model are
always smaller than those from first-principles electronic structure calculations. Transition paths based on both
approaches show marked variations with pressure and can be used to rationalize the pressure hysteresis
observed experimentally. We discuss the effects of changing cation and anion size and charge on the transition
pressures and activation energies and volumes.@S0163-1829~98!11417-0#
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I. INTRODUCTION

In recent years, considerable attention has been devot
understanding the pressure-induced phase transition1–4 from
the Bl ~NaCl! to theB2 ~CsCl! structure, which results in a
change in coordination number from 6 to 8. Somewhat s
prisingly, however, little attention appears to have been p
to calculations related to kinetic and mechanistic aspect
this transition in these compounds and it is these aspects
are the subject of the current paper. TheB1-B2 transition is
of considerable interest as a model for other structural ph
transformations, including those of geophysical importan
as it is one of the simplest first-order nondisplacive tran
tions.

Experimentally, there appear to be large energy barrier
the B1-B2 transformation. There is evidence that for larg
pure crystals the transformation occurs suddenly and sim
taneously over the entire crystal volume.5 To obtain theB2
phase theB1 crystal must be subjected to a pressure lar
than the thermodynamic transition pressurePtrans. In the re-
verse direction a pressure lower thanPtrans is required. The
hysteresis range, defined by the observed pressure differ
between theB1→B2 and B2→B1 transitions, appears t
depend on such factors as purity, the thermal and mecha
history of the sample,6 and the rate of change of applie
pressure.7 TheB2→B1 transition in CsCl at 718 K and zer
pressure has also been investigated by x-ray studies of s
crsytals and optical microscopy of single crystals.8

The B1-B2 transformation has been discussed chiefly
the context of two models. The first, which is often the on
model presented in standard texts,9 was proposed initially by
Shoji10 and subsequently modified by Buerger.11 In common
with much of the literature, we refer to this as the Buerg
mechanism; it involves a simultaneous increase of the rh
bohedral angle of the primitiveB1 crystallographic cell and
a change in the lattice parameter. A second possibility w
570163-1829/98/57~18!/11164~9!/$15.00
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introduced by Watanabe, Tokonami, and Morimoto8 ~WTM!
in their study of theB2→B1 transition in CsCl. This mecha
nism is discussed in more detail in a later section. It involv
a concerted translation of adjacent planes relative to one
other with simultaneous rearrangements of the ions wit
each plane.

The choice of theoretical method to address this prob
is governed by the essential prerequisite that any s
method be capable of accurate prediction of the thermo
namic transition pressure between the two phases. Acc
ingly, in this paper we present a study of the mechanism
thermodynamics of theB1-B2 phase transition for series o
group-I halides and group-II oxides based on two-body
tentials and first-principles Hartree-Fock calculations, w
and without a posteriori correlation corrections and self
consistent density functional theory~DFT! calculations as
implemented inCRYSTAL95.12,13 Both potential-based and
electronic structure methods3,14–17have been shown to give
thermodynamic transition pressures in good agreement
experiment, not only forB1-B2, but also for the rutile to
fluorite transition.18

There has been little previous work on mechanistic
pects of these transitions. Nakagiri and Nomura19 used a pair
potential model to predict a barrier in the WTM mechanis
however, long-range forces were not treated correctly. La
Ruff et al.20 concluded that the WTM mechanism was f
vored for RbBr on the basis of isothermal-isobaric molecu
dynamics using the well-known Tosi-Fumi potentials.21 Nga
and Ong22 reported Parrinello-Rahman molecular dynam
using the same potentials, from which they suggested
both the Buerger and WTM mechanisms are essenti
equivalent. However, the calculated transition pressures w
considerably in excess of the experimentally observed tr
sition pressures~for example, by a factor of 44 in Ref. 20!,
so that it is unclear whether their conclusions would a
apply at lower pressures, closer to the experimental transi
11 164 © 1998 The American Physical Society
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57 11 165THERMODYNAMICS AND MECHANISM OF THE B1-B2 . . .
pressures. All these studies used solely two-body empir
potentials. Martı´n Penda´s et al.2 carried out a careful study
of the Buerger mechanism in LiCl using anab initio per-
turbed ion method,23 while a periodic Hartree-Fock study o
the Buerger mechanism in CaO, utilizing pseudopotenti
has been reported by D’Arcoet al.24 One of the aims of this
paper is to provide a systematic comparison of results
tained using atomistic andab initio techniques and presen
results for a range of alkali halides and alkaline-earth oxid

II. THEORETICAL METHODS

A. Atomistic simulations

For the most part, here we have used standard lattice
ics methods identical to those employed in earlier studie
halides and oxides and which have been described at le
elsewhere.25 Two-body empirical potentials forMX (M
5Li–Rb, X5F–Br! were taken from work by a large num
ber of preivous authors21,26,27and, for the alkaline-earth ox
ides MO (M5Mg–Sr!, the consistent set of Buckingham
potentials reported by Sangster and Stoneham.28 Some of
these potentials are rigid ion; for those which include
Dick-Overhauser shell model29 to take some account of th
electronic polarization of the lattice, the shell parameters
earlier work were used without alteration. For any struct
where ions were not at a center of inversion symmetry~such
as those in the WTM mechanism!, the energy was minimized
with respect to the shell displacements.

To study the effect of temperature, we have calcula
free energies using the quasiharmonic approximation3 in
which it is assumed that the Helmholtz free energyA of a
crystal at a temperatureT can be written as the sum of stat
and vibrational contributions,

A5Fstat1Avib , ~1!

whereFstat is the potential energy of the static lattice.Avib is
the vibrational contribution given by the Born expression

Avib5(
q, j

„

1
2 hn j~q!1kTln$12exp@2hn j~q!/kT#%…,

~2!

where then j (q) are the normal mode frequencies for wa
vectorq andk is Boltzmann’s constant. Then j (q) are evalu-
ated from the dynamical matrix in the usual way and so
explicit functions of the crystallographic parameters but
of the temperatureT. We sum over uniform grids ofq
vectors,30 using successively finer grids until convergence
achieved. None of our potentials gave imaginary frequen
for either crystal structure over the relevant range of volum
considered here. In the static limit,Avib is zero.

For theB1 andB2 structures the unit cell is described b
a single lattice parametera, so that the equilibrium structur
at applied pressurePext can be found by minimizing the
availability31,32 G̃5A1PextV directly with respect toa. At
equilibrium, P5Pext, and the availability equals the Gibb
energy. At the thermodynamic transition pressurePtrans, the
Gibbs energies of the two phases are equal, but there
difference in volume,DV.
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B. Ab initio calculations

The all-electronab initio linear combination of atomic
orbitals~LCAO! Hartree-Fock~HF! method for periodic sys-
tems and its computational implementation in theCRYSTAL

computer codes have been described in detail previously.12,13

The calculations reported here use extended Gaussian
sets appropriate for the solid state, and these have been t
from previous work on NaF,15 NaCl,16 KCl,33 MgO,34 and
CaO.35 As in a recent study,15 the Hay and Wadt small core
pseudopotential36 was used for SrO. Computational cost pr
ventedab initio calculations for the complete set of halide
and some are therefore considered only using two-body
tentials. The numerical values of the tolerance parame
involved in the evaluation of the infinite Coulomb and e
change series were identical to those in recent work,37 and
chosen, as previously, to ensure high numerical accurac
detailed account for the effect of these tolerances has b
given elsewhere.38 The reciprocal space integration utilize
the Monkhorst-Pack sampling scheme39 with a shrinking fac-
tor of 8 and a self-consistent field~SCF! convergence crite-
rion of less than 1023 mHartree.A posteriori correlation
corrections40 were based on the correlation-only dens
functionals of Lee, Yang, and Parr41 and of Perdew, Becke
and Ernzerhof.42 We have also carried out SCF DFT calc
lations, also implemented inCRYSTAL95,13 based on the
Dirac-Slater-LSD~local spin density! exchange potential and
the Vosko-Wilk-Nusair parametrization of the Ceperle
Alder free electron gas correlation contribution.43

All electronic structure calculations are in the static lim
The electronic energy was determined for a range of volum
for both phases and the corresponding pressure f
2~dFstat/dV), which was evaluated numerically.

III. MECHANISMS

A structural phase transition of a macroscopic crystal
volves the movement of a number of atoms of the order
Avogadro’s numberNA and, in principle, a potential energ
hypersurface of;3NA dimensions. For the purposes both
defining possible mechanisms, i.e., specific atomic pathw
and their practical calculation, the number of dimensio
must clearly be reduced to no more than a few. This is m
simply achieved by assuming that some degree of periodi
is retained in the course of the transition, so that the mec
nism of the transition can be defined in terms of the size
symmetry of the repeat unit connecting the two phases.

FIG. 1. Buerger mechanism for the conversion of theB1 into
the B2 phase. Primitive unit cells are shown. See also Ref. 45.
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retention of periodicity implies that the phase transition i
cooperative process involving a concerted movement of
oms with no account taken of the possible role played
defects. With regard to symmetry, theB1-B2 transition cor-
responds to a transition from space groupFm3̄m ~no 225! to
Pm3̄m ~221!, which for the primitive unit cells haveR3̄m
~166! as the highest-symmetry common subgroup, with
subgroupsR3m ~160!, R32 ~155!, R3̄ ~148!, R3 ~146!, C2/m
~12!, Cm ~8!, C2 ~5!, P1̄ ~2!, andP1 ~1! as common sub-
groups of lower symmetry.44 Since the repeat unit can b
constructed from multiple unit cells ranging from single-u
to ;NA-unit cells, all possible mechanisms can be defined
terms of the size of the repeat unit and one of the comm
a
t-
y

s

n
n

subgroups which define its symmetry. Thus all mechanis
can be indexed asM (n,S), wheren corresponds to the num
ber of atoms in the repeat unit andS the symmetry. It follows
that the dimensions of the corresponding potential ene
hypersurfaces also depend on the size and symmetry o
repeat unit, varying from two dimensional for two-atom r

peat units withR3̄m symmetry to;3NA dimensional for
NA-atom repeat units withP1 symmetry. For any size o
repeat unit, the allowable symmetries and variables that
fine the energy hypersurface can readily be determined. T
for a two-ion repeat unit, writing the transition in terms
the unit cell variables (a,b,c,a,b,g) and irreducible atomic
positions (000;xyz),
ur-atom
respond-
B1(Fm3̄m) B2(Pm3̄m)

(a0 ,a0 ,a0 ,p/3,p/3,p/3) (a,b,c,a,b,g) (b0 ,b0 ,b0 ,p/2,p/2,p/2)
→ →

(000;12
1
2

1
2 ) (000;xyz) (000;1

2
1
2

1
2 )

For example, possible symmetries, intermediate cell variables, and atomic positions are

M ~2,R3̄m!,M ~2,R32!,M ~2,R3̄!: ~a,a,a,a,a,a!/~000;1
2

1
2

1
2 ! ~ two dimensional!,

M ~2,R3m!,M ~2,R3!: ~a,a,a,a,a,a!/~000;xxx! ~ three dimensional!,

M ~2,P1̄!,M ~2,P1!: ~a,b,c,a,b,g!/~000;1
2

1
2

1
2 ! ~six dimensional!,

M ~2,P1!: ~a,b,c,a,b,g!/~000;xyz! ~nine dimensional!.

The Buerger mechanism corresponds to the first of these, namely,M (2,R3̄m), which Martı́n Penda´s et al.2 have shown is the
minimum energy path in the full nine-dimensional potential energy surface ofM (2,P1). Figure 1~also see Ref. 45! shows the
deformation of theB1 cell towardsB2 in this mechanism.

In general, increasing the size of the repeat unit increases the dimensionality of the hypersurface, so that for fo
repeat units the intermediate cell variables and atomic positions for the trigonal subgroup transformations and the cor
ing symmetries are

M ~4,R3̄m!,M ~4,R32!,M ~4,R3̄!: ~a,a,a,a,a,a!/~000;1
2

1
2

1
2 ; 1

4
1
4

1
4 ;2 1

4 2 1
4 2 1

4 ! ~ two dimensional!,

M ~4,R3̄m!,M ~4,R32!,M ~4,R3̄!: ~a,a,a,a,a,a!/~000;1
2

1
2

1
2 ;xxx;2x2x2x! ~ three dimensional!,

M ~4,R3m!,M ~4,R3!: ~a,a,a,a,a,a!/~000;1
2

1
2

1
2 ,yyy;zzz! ~ four dimensional!,

M ~4,R3m!,M ~4,R3!: ~a,a,a,a,a,a!/~000;xxx;yyy;zzz! ~five dimensional!,

where B1 and B2 are (a0 ,a0 ,a0 ,p/3,p/3,p/3)/(000;12
1
2

1
2 ; 1

4
1
4

1
4 ;2 1

4 2 1
4 2 1

4 ) and (b0 ,b0 ,b0 ,p/2,p/2,p/2)/(000;12
1
2

1
2 ; 1

4
1
4

1
4 ;

2 1
4 2 1

4 2 1
4 ), respectively, and the dimensionality of the Buerger hypersurface is unchanged.

The WTM mechanism corresponds to a four-atom orthorhombic repeat unit which transforms asPmm2 ~25!, i.e.,
M (4,Pmm2). The transition can represented as

B1(Fm3̄m) B2(Pm3̄m)

(a0/A2,a0 /A2,a0 ,p/2,p/2,p/2) (a,b,c,p/2,p/2,p/2) (b0 /A2,b0 ,b0 ,p/2,p/2,p/2)

(000;12
1
2

1
2 ) → (000;12 1x 1

2
1
2 ) → (000;01

2
1
2 )

( 1
2

1
2 0;001

2 ) ( 1
2

1
2 0;x0 1

2 ) ( 1
2

1
2 0; 1

2 0 1
2 )
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The WTM mechanism is somewhat more difficult to visu
ize since it involves both the intralayer rearrangement of i
and the translation of these layers relative to one anot
The details are shown in Fig. 2. Referring to the lattice v
tors marked in this figure, theB2 structure is generated from
the B1 structure by increasing theb/a ratio from b5a to
b5A2a. Simultaneously, every alternate~001! plane46 is
displaced by an amountx in thea direction, as depicted als
in Fig. 2; x is in units ofa. The magnitude of the spacing o
the~001! planes,c, also changes. The~001! and (1̄10) planes
of the B1 structure become, respectively, the~011! and
(01̄1) planes of theB2 structure. We have a four-paramet
space, denoted here by the magnitudes of the three la
vectorsa, b, andc andx wherex is the magnitude of the slip
of the ~001! planes. AlthoughA2a5c for both B1 andB2
structures, there is no requirement that this must be obe
by every point on the minimum-energy pathway. The nu
ber of variables is increased further if shell displacements
polarizable anions and cations are also introduced. Calc
tions involving the WTM mechanism are clearly more cos
than those for the Buerger mechanism.

It is straightforward to construct variants of the WT
mechanism with a unit cell involving more than four ion
For example, in adjacent unit cells the relative translatiox
can be positive or negative. We return briefly to this pos
bility later, although the cost of generating the requir
hyperdimensional potential surfaces becomes prohibitive

IV. RESULTS AND DISCUSSION

A. Energy hypersurfaces: RbBr

We start first with RbBr, in view of the earlier molecula
dynamics study of this compound,20 and calculate the varia
tion of G with P for both theB1 andB2 phases. Using the
same interionic potentials as Ruffet al.,20 the calculated
thermodynamic transition pressurePtrans for B1-B2 in the
static limit is 2.457 GPa. The corresponding value ofPtransat
300 K, calculated using quasiharmonic lattice dynamics
virtually unchanged at 2.464 GPa, showing that vibratio
effects are small. These transition pressures are smaller
factor of 10 than those obtained from an earlier molecu
dynamics~MD! study20 using identical potentials and also
closer agreement with the experimental value of 0.5 GPa47

Turning now to the possible pathways between theB1
and B2 structures, we have determined the static inter
energy (Fstat) and free energy (G̃) surfaces for the Buerge
mechanism. In the static limit,G̃5Fstat1PextV. A plot of

FIG. 2. WTM mechanism for the conversion of theB1 into the
B2 phase. For theB1 phase thea- andb-lattice vectors marked lie
in the $100% plane of the conventional unit cell.
s
r.
-

ice

ed
-
r

la-

i-

is
l

y a
r

al

the G̃ surface as a function ofa and a for RbBr with Pext

5Ptrans ~i.e., with the applied pressure equal to the therm
dynamic transition pressure! is given in Fig. 3~a!. This shows
two minima at the points corresponding to theB1 andB2
phases. Using standard procedures,48 it is straightforward to
determine the minimum-energy pathway between the
phases, and this is shown in Fig. 3~b!, as a function of reac-
tion coordinates, which we label using the correspondin
value ofa. There is a clear activation energy barrier of'5.9
kJ mol21 at this external pressure (Ptrans). Figure 3~c! indi-
cates the variation ofa and a corresponding to the
minimum-energy pathways of Fig. 3~b!. a decreases as th
rhombohedral anglea increases and the cell opens out.

The analogous plots for the WTM pathway for RbB
again forPext5Ptrans, are shown in Figs. 4~a!–4~c!. Visual-
ization is more complicated here simply because more v
ables must be considered.a, b, c, andx are as shown in Fig.
2. Each surface in Fig. 4~a! represents the variation ofG̃ with

FIG. 3. ~a! Free energy surface (G̃), in the static limit, for the
Buerger mechanism in RbBr.Pext5Ptrans. Energy ~kJ mol21) is
plotted as a function ofa ~Å! and a ~deg!. ~b! Calculated
minimum-energy pathway for the Buerger mechanism in RbBr, a
function of reaction coordinates, which we label using the corre
sponding value ofa. Pext5Ptrans. ~c! Variation in a ~Å! and a
~deg! along the pathway in~b!.
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FIG. 4. ~a! Free energy surfaces (G̃), in the static limit, for the WTM transition in RbBr.Pext5Ptrans. Each surface is plotted at a fixe

value of x (0<x< 1
2 ); for eacha, b, andx, G̃ has been minimized with respect toc. a and b are in Å, and energies in kJ mol21. ~b!

Calculated minimum energy pathway for the WTM transition in RbBr at the thermodynamic transition pressure as a function of
coordinates, which we label using the corresponding value ofx. ~c! Variations in the lattice parametersa, b, andc ~Å! ~as defined in Fig.
2! along the pathway in~b!.
te

an
ig
th
ila

lle

a
ll

r
re
it
te
re
i

e

ay
s-
e
m

ure,
m
not
with

han
the lattice parametersa and b for fixed x; at each point
(a,b), the energy has been optimized with respect toc. The
computed minimum-energy pathway is shown in Fig. 4~b!
and the corresponding variation of the lattice parame
given in Fig. 4~c!. The latter shows that, althoughc/a5A2
at the end points of the transition, the ratio is not const
during the transition. The minimum-energy pathway in F
4~b! indicates that, just as for the Buerger mechanism,
WTM mechanism is also an activated process, with a sim
barrier of ;6.2 kJ mol21. A WTM-like mechanism based
on a larger repeat unit of eight ions has a slightly sma
activation energy barrier,;6.0 kJ mol21, than that for the
minimum possible periodic cell, but still comparable to th
for the Buerger mechanism. In this context it is worth reca
ing the earlier MD studies of this transition in RbBr~Ref. 20!
based on identical potentials to those used in this wo
These studies found a WTM mechanism, but only at a p
sure far above the observed transition pressure, so that
unclear as to whether the same mechanism would opera
pressures much closer to the observed transition pressu

In view of the experimental observations of hysteresis
the applied pressure, we have calculatedFstatandG̃ surfaces
at applied pressures both higher than and lower thanPtrans.
At zero applied pressure, of course, theFstat andG̃ surfaces
are identical. As the pressure increases, the differenc
Gibbs energy between theB1 andB2 phases decreases.

Figure 5 shows the calculated minimum-energy pathw
for the B1-B2 transition in RbBr at a range of applied pre
sures for the Buerger mechanism. Atall these pressures th
activation energies for the Buerger and WTM mechanis
rs
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are very close, with those forB1→B2 andB2→B1 differ-
ent at all pressures exceptPtrans. The B1→B2 activation
energy decreases exponentially with increasing press
whereas theB2→B1 activation energy increases. At roo
temperature thermal contributions to the free energy are
large enough to overcome the energy barrier. Pressures
thermally accessible barriers for theB1→B2 transition are
larger than the thermodynamic transition pressures. ForB2
→B1, pressures with accessible barriers are smaller t
Ptrans. Consider a sample with theB1 structure. On com-

FIG. 5. Free energyG̃ ~kJ mol21) vs s ~deg! at a range of
applied pressuresP for the Buerger mechanism in RbBr.
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pression, the transition to theB2 phase takes place at a pre
sure considerably in excess of the thermodynamic transi
pressure. Once theB2 structure has formed, then on lowe
ing the pressure the reverse transformation occurs only
pressure much lower thanPtrans.

We have also investigated the variation of the unit c
geometry along the minimum-energy pathways as a func
of pressure. For the Buerger mechanism curves ofa vs a at
different pressures are virtually parallel~Fig. 6!. Martı́n
Penda´s et al.2 have discussed how the form of this plot
largely determined by symmetry considerations. Simila

FIG. 6. a ~Å! vs s ~deg! at a range of applied pressuresP for the
Buerger mechanism in RbBr.
n

t a

ll
n

y

for the WTM mechanism~Fig. 7!, the variations in the three
lattice parameters at different pressures lie almost paralle
each other.

B. Energy hypersurfaces: Halides and oxides

We now consider a wider range of halide and oxide s
tems, the hypersurfaces of which we have examined in so
what less detail. The Buerger and WTM mechanisms w

FIG. 7. Lattice parametersa, b, andc ~Å!, as defined in Fig. 2,
vs s at a range of applied pressuresP for the WTM mechanism in
RbBr.
res
tions,

using

method
TABLE I. Calculated~simulation andab initio! and experimental thermodynamic transition pressu
~GPa! between theB1 andB2 phases for the halides and oxides studied. In the case of the simula
transition pressures in the static limit are listed as well as transition pressures at 300 K, calculated
quasiharmonic lattice dynamics.

Calculated transition pressure~GPa!
Static Quasiharmonic Ab initio Experiment

(T5300 K! HF HF DFT
1a posteriori

correlation
correction

LiCl 185 181 N/A
NaF 19.6 19.2 32.6 25.0a 2363 b

NaCl 34.1 33.3 38.3 35.9a

27.7d
24.6 27c

KCl 4.0 3.9 4.45 2.0 2.0e

RbBr 2.5 2.5 0.5f

MgO 151 156 .240 237 .227g

CaO 93.7 93.4 70.4 61.8a

54.8d
53.5h 60 i

SrO 81.8 81.6 41.8 28.6a 31.7 3664j

aPerdew-Burke-Ernzerhof functional~Ref. 42!.
bReference 50.
cReference 51.
dLee-Yang-Parr functional~Ref. 41!.
eReference 52.
fReference 47.
gReference 53.
hFor comparison, a value of 58 GPa has recently been found with the first-principles pseudopotential
within the local density approximation~Ref. 54!.

iReference 55.
jReference 56.
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TABLE II. Calculated activation energies~kJ mol21) at the appropriate thermodynamic transition pre
sure (Ptrans), for the Buerger and WTM mechanisms, from atomistic simulation, periodic Hartree-
calculations and periodic Hartree-Fock calculations includinga posterioricorrelation corrections.

Buerger mechanism WTM mechanism
Atomistic simulation Ab initio Atomistic simulation

HF HF DFT
1a posteriori
correlationa

LiCl 20 21
NaF 7.3 16 16 7.8
NaCl 9.8 38 33 33 10
KCl 7.1 7.0
RbBr 5.9 6.2
MgO 22 24
CaO 20 62 62 51 22
SrO 17 30 31 29 20

aPerdew-Burke-Ernzerhof functional~Ref. 42!.
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studied for all systems using two-body potentials. In ad
tion, our available computational resources permitted a st
of the Buerger mechanism in NaF, NaCl, CaO, and SrO
ing periodic Hartree-Fock calculations, includinga post-
eriori correlation corrections, in the static limit, and SC
DFT calculations for NaCl, CaO, and SrO.

Table I lists the calculated thermodynamic transition pr
sures. A comparison between theab initio values and the
experimental pressures~also listed! shows that agreement be
tween the two is very good for all the compounds. T
Hartree-Fock transition pressures are all slightly larger t
experiment and are reduced with the inclusion ofa posteriori
correlation corrections. The static transition pressures ca
lated using the potential-based approach are in good ag
ment with experiment for the halides. The agreement
poorer for CaO and SrO, but for consistency we have
cluded results for the entire set of potentials from Ref. 2

Also given in Table I are transition pressures calcula
using lattice statics and quasiharmonic lattice dynamics f
temperature of 300 K. As for RbBr, the differences betwe
these transition pressures and those for the static limit
very small, which again suggests that vibrational effects
relatively unimportant.

The results for the activation energy (Ea) barriers at the
thermodynamic transition pressure, calculated as before
RbBr, are summarized in Table II. Turning first to the resu
obtained using pair potentials, the barriers for the Buer
and WTM mechanisms are close for all systems. The dif
ences between the two activation energies are of the s
order as the thermal contributions to the free energies
general, activation energies for oxides are larger than th
for halides, so that as noted previously, halides may not
ways serve as useful model systems for oxides2 at high pres-
sures. Table II also indicates that for a given anion, the
tivation energy decreases with increasing cation size. For
halides it appears thatEa decreases as the ratio of the ion
radii r 1 /r 2 increases.

Activation volumes, given by the difference between t
volume of the transition state and that of the equilibriumB1
structure, at the transition pressure, calculated for
Buerger mechanism using atomistic simulation, are listed
i-
y
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Table III. Large activation volumes are associated with sm
thermodynamic transition pressures. Transition states ap
to occur further along the reaction coordinate for oxides th
for halides and occur later on descending a group.

Where we have been able to carry out periodic Hartr
Fock calculations~Table II!, the conclusions are qualitativel
similar to those from potential-based simulations. The inc
sion of a posterioricorrelation corrections leaves the barri
heights virtually unchanged; furthermore, the SCF DFT b
rier heights for NaCl, CaO, and SrO are only slightly smal
than the HF value. Theab initio activation energies are a
larger than the simulation values by at least a factor of'2.
Possible reasons for this include the failure of the two-bo
potential model in the simulations to describe correctly
energetics of the unusual coordination of the transition s
and possible effects due to basis set superposition error in
ab initio calculations.

For each system, we have investigated the change in
tivation energy with pressure, and from these the result
hysteresis cycle can readily be understood, as in the cas
RbBr. While experiments indicate the presence of a press
hysteresis, there is insufficient data for even a qualitat
comparison at this stage. The overall kinetics of a solid-s
reaction depends on the nucleation and growth mechanis
which involve additional energy terms such as the interfac
energy, which has not been considered here. This, and
neglect of defects, rule out the possibility of a meaning
quantitative comparison. Moreover, preliminary estimate49

based on standard nucleation theory indicate that the hy
esis range for oxides is larger than that for halides. Estima
half-lives appear to be very dependent on pressure and
vary by over 106 over less than 1 GPa; hence, transitions
both forward and backward directions are predicted to t

TABLE III. Calculated volumes of activation (1027 m3 mol-1)
at the appropriate thermodynamic transition pressure (Ptrans), for
the Buerger mechanisms, from atomistic simulation.

LiCl NaF NaCl KCl RbBr MgO CaO SrO

22.3 25.5 24.7 217.1 223.3 23.1 24.7 25.2
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place over a narrow pressure range. In addition, the hy
esis range decreases markedly with temperatures, sugge
that high-temperature experiments are required to obtain
liable equilibrium data.

V. CONCLUSIONS

In this paper we have studied possible mechanisms fo
B1-B2 phase transition in alkali halides and alkaline-ea
oxides, using both potential-based and first-principles p
odic Hartree-Fock calculations, includinga posterioricorre-
lation corrections and self-consistent density functional
culations. Barriers have been estimated which suggest
the Buerger and the Watanabe-Tokonami-Morimoto mec
nisms have very similar activation energies. It has also b
possible to rationalize the observed pressure hysteres
these systems. There are clear trends down a given gro
the Periodic Table and between halides and oxides. The
-

,

ter-
ting
re-

the
th
ri-

al-
hat
a-
en
in

p of
re-

sults obtained fromab initio theory parallel those obtained
from the atomistic simulation model, although theab initio
barrier heights are in excess of the pair-potential values.
results are sufficiently encouraging for us to consider mec
nisms in more complex systems in future work, as well
the use of more sophisticated methods for the estimation
the rates of transition.
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