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We study the thermodynamics, mechanism, and kinetic aspects @1H&2 phase transition in alkali
halides and alkaline-earth oxides, using both two-body potentials and first-principles periodic Hartree-Fock
theory, includinga posterioricorrelation corrections and self-consistent density functional calculations. Both
the Buerger and Watanabe-Tokonami-Morimoto mechanisms are shown to be operable, for the activation
energies of the two mechanisms are very close. The activation energies predicted by the potential model are
always smaller than those from first-principles electronic structure calculations. Transition paths based on both
approaches show marked variations with pressure and can be used to rationalize the pressure hysteresis
observed experimentally. We discuss the effects of changing cation and anion size and charge on the transition
pressures and activation energies and voluf®&8163-18208)11417-(

I. INTRODUCTION introduced by Watanabe, Tokonami, and Morinfote/TM)
in their study of theB2— B1 transition in CsCl. This mecha-

In recent years, considerable attention has been devoted tism is discussed in more detail in a later section. It involves
understanding the pressure-induced phase transifitom  a concerted translation of adjacent planes relative to one an-
the Bl (NaCl) to theB2 (CsC) structure, which results in a other with simultaneous rearrangements of the ions within
change in coordination number from 6 to 8. Somewhat sureach plane.
prisingly, however, little attention appears to have been paid The choice of theoretical method to address this problem
to calculations related to kinetic and mechanistic aspects a6 governed by the essential prerequisite that any such
this transition in these compounds and it is these aspects thatethod be capable of accurate prediction of the thermody-
are the subject of the current paper. Bie-B2 transition is  namic transition pressure between the two phases. Accord-
of considerable interest as a model for other structural phadagly, in this paper we present a study of the mechanism and
transformations, including those of geophysical importancethermodynamics of th81-B2 phase transition for series of
as it is one of the simplest first-order nondisplacive transigroup-I halides and group-Il oxides based on two-body po-
tions. tentials and first-principles Hartree-Fock calculations, with

Experimentally, there appear to be large energy barriers tand withouta posteriori correlation corrections and self-
the B1-B2 transformation. There is evidence that for large,consistent density functional theoffDFT) calculations as
pure crystals the transformation occurs suddenly and simulmplemented incrysTAL95'%1® Both potential-based and
taneously over the entire crystal voluth&o obtain theB2  electronic structure methotf¥~!"have been shown to give
phase theB1 crystal must be subjected to a pressure largethermodynamic transition pressures in good agreement with
than the thermodynamic transition pressig,.. In the re-  experiment, not only foB1-B2, but also for the rutile to
verse direction a pressure lower thRg,nsis required. The  fluorite transition®
hysteresis range, defined by the observed pressure difference There has been little previous work on mechanistic as-
between theB1—B2 and B2—B1 transitions, appears to pects of these transitions. Nakagiri and Nonttitssed a pair
depend on such factors as purity, the thermal and mechanicpbtential model to predict a barrier in the WTM mechanism;
history of the samplé,and the rate of change of applied however, long-range forces were not treated correctly. Later,
pressuré.TheB2—B1 transition in CsCl at 718 K and zero Ruff et al?® concluded that the WTM mechanism was fa-
pressure has also been investigated by x-ray studies of singl@red for RbBr on the basis of isothermal-isobaric molecular
crsytals and optical microscopy of single crystils. dynamics using the well-known Tosi-Fumi potentidisiga

The B1-B2 transformation has been discussed chiefly inand Ong? reported Parrinello-Rahman molecular dynamics
the context of two models. The first, which is often the onlyusing the same potentials, from which they suggested that
model presented in standard teXisas proposed initially by both the Buerger and WTM mechanisms are essentially
Shojit® and subsequently modified by Buerdéin common  equivalent. However, the calculated transition pressures were
with much of the literature, we refer to this as the Buergerconsiderably in excess of the experimentally observed tran-
mechanism; it involves a simultaneous increase of the rhomsition pressure¢for example, by a factor of 44 in Ref. 20
bohedral angle of the primitivB1 crystallographic cell and so that it is unclear whether their conclusions would also
a change in the lattice parameter. A second possibility waapply at lower pressures, closer to the experimental transition
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pressures. All these studies used solely two-body empirical B. Ab initio calculations
potentials. Marn Penda et al” carried out a careful study  Tpe gll-electronab initio linear combination of atomic

of the Buerger ma%cha'nism in LiCl using @b initio per-  ghitai5(LCAO) Hartree-FockHF) method for periodic sys-
turbed ion method; wh|le a periodic _I-!a'rtree—FoCk study ‘?f tems and its computational implementation in ttrRySTAL

the Buerger mechanism in CaQ, utilizing pseudopotentialsyomnyter codes have been described in detail previdgsfy.

has been reported by D'Aroet al™ One of the aims of this e cajculations reported here use extended Gaussian basis

paper is to provide a systematic comparison of results obseig appropriate for the solid state, and these have been taken

tained using atomistic andb initio techniques and present ¢, previous work on Na#® NaCI® KCI,%® MgO* and

results for a range of alkali halides and alkaline-earth oxidess5035 As in a recent stud}? the Hay and Wadt small core

pseudopotentidf was used for SrO. Computational cost pre-
Il. THEORETICAL METHODS ventedab initio calculations for the complete set of halides,
and some are therefore considered only using two-body po-
tentials. The numerical values of the tolerance parameters

For the most part, here we have used standard lattice statvolved in the evaluation of the infinite Coulomb and ex-
ics methods identical to those employed in earlier studies othange series were identical to those in recent wbdnd
halides and oxides and which have been described at lengthosen, as previously, to ensure high numerical accuracy. A
elsewheré® Two-body empirical potentials foMX (M detailed account for the effect of these tolerances has been
= Li-Rb, X=F—Bn were taken from work by a large num- given elsewheré® The reciprocal space integration utilized
ber of preivous authofs2627and, for the alkaline-earth ox- the Monkhorst-Pack sampling schefhwith a shrinking fac-
ides MO (M=Mg-Sp, the consistent set of Buckingham tor of 8 and a self-consistent fiel®CH convergence crite-
potentials reported by Sangster and Stoneffa@ome of rion of less than 10° mHartree.A posteriori correlation
these potentials are rigid ion; for those which include thecorrection§® were based on the correlation-only density
Dick-Overhauser shell modélto take some account of the functionals of Lee, Yang, and P&trand of Perdew, Becke,
electronic polarization of the lattice, the shell parameters ofnd Ernzerhof? We have also carried out SCF DFT calcu-
earlier work were used without alteration. For any structurdations, also implemented icrRYsTAL95'® based on the
where ions were not at a center of inversion symmé&nch  Dirac-Slater-LSD(local spin densityexchange potential and
as those in the WTM mechanignthe energy was minimized the Vosko-Wilk-Nusair parametrization of the Ceperley-
with respect to the shell displacements. Alder free electron gas correlation contributith.

To study the effect of temperature, we have calculated All electronic structure calculations are in the static limit.
free energies using the quasiharmonic approximation —The electronic energy was determined for a range of volumes
which it is assumed that the Helmholtz free enefgypf a  for both phases and the corresponding pressure from
crystal at a temperatufB can be written as the sum of static —(d®g,/dV), which was evaluated numerically.
and vibrational contributions,

A. Atomistic simulations

. MECHANISMS
A= Dt Aip (1) " . .

A structural phase transition of a macroscopic crystal in-
where®d . is the potential energy of the static lattide,, is ~ volves the movement of a number of atoms of the order of
the vibrational contribution given by the Born expression Avogadro’s numbeN, and, in principle, a potential energy

hypersurface of-3N, dimensions. For the purposes both of
defining possible mechanisms, i.e., specific atomic pathways,

Avibzz (zhvj(q) +kTIn{1—exd —hv;(q)/kTI}), and their practical calculation, the number of dimensions
a.) must clearly be reduced to no more than a few. This is most
2 simply achieved by assuming that some degree of periodicity
is retained in the course of the transition, so that the mecha-
nism of the transition can be defined in terms of the size and
esymmetry of the repeat unit connecting the two phases. The

where thev;(q) are the normal mode frequencies for wave
vectorg andk is Boltzmann’s constant. The(q) are evalu-
ated from the dynamical matrix in the usual way and so ar
explicit functions of the crystallographic parameters but not

of the temperaturel. We sum over uniform grids ofj [ — —

vectors® using successively finer grids until convergence is o @ ;
achieved. None of our potentials gave imaginary frequencies O{ _____ : o)
for either crystal structure over the relevant range of volumes (6)

(%)

_ er the rele 4
considered here. In the static lima,, is zero.

O

For theB1 andB2 structures the unit cell is described by a D ;
a single lattice parametar, so that the equilibrium structure doeeeee
at applied pressur®,,; can be found by minimizing the . |
availability’*2 G=A+ P,V directly with respect ta. At ~ (IF-@--- O
equilibrium, P=P,,;, and the availability equals the Gibbs
energy. At the thermodynamic transition pressByg,., the
Gibbs energies of the two phases are equal, but there is a FIG. 1. Buerger mechanism for the conversion of Bie into
difference in volumeAV. the B2 phase. Primitive unit cells are shown. See also Ref. 45.

B2
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retention of periodicity implies that the phase transition is asubgroups which define its symmetry. Thus all mechanisms
cooperative process involving a concerted movement of atean be indexed asl(n,S), wheren corresponds to the num-
oms with no account taken of the possible role played byber of atoms in the repeat unit aBthe symmetry. It follows
defects. With regard to symmetry, tBe -B2 transition cor-  that the dimensions of the corresponding potential energy
responds to a transition from space gréup3m (no 225 to  hypersurfaces also depend on the size and symmetry of the
Pm3m (221), which for the primitive unit cells hav®3m  repeat unit, varying from two dimensional for two-atom re-
(166) as the highest-symmetry common subgroup, with itspeat units withR3m symmetry to~3N, dimensional for
subgroupfR3m (160), R32 (155), R3 (148), R3 (146), C2/m Na-atom repeat units witiP1 symmetry. For any size of
(12), Cm (8), C2 (5), P1 (2), andP1 (1) as common sub- repeat unit, the allowable symmetries and variables that de-
groups of lower Symmetry Since the repeat unit can be fine the energy hypersurface can readily be determined. Thus
constructed from multiple unit cells ranging from single-unit for a two-ion repeat unit, writing the transition in terms of
to ~N,-unit cells, all possible mechanisms can be defined irthe unit cell variablesd,b,c,«,,y) and irreducible atomic
terms of the size of the repeat unit and one of the commopositions (000xy2),

B1(Fm3m) B2(Pm3m)
(a9,a9,89,7/3,7/3,m/3) (a,b,c,a,8,7) (bo,bg,bg, /2,712 712)
(000:233) (000:xy2) (000:111)

For example, possible symmetries, intermediate cell variables, and atomic positions are

M(2,R3m),M(2,R32),M(2,R3): (a,a,a,a,a,a)/(000;:%%) (two dimensiona|,
M(2R3m),M(2,R3): (a,a,a,a,a,a)/(000xxx) (three dimensiona)
M(2,P1),M(2,P1): (a,b,c,a,B,7)/(000:13%) (six dimensional,

M(2,P1): (a,b,c,a,B,7)/(000xy2) (nine dimensional

The Buerger mechanism corresponds to the first of these, namMéB;R3m), which Marfn Penda et al? have shown is the
minimum energy path in the full nine-dimensional potential energy surfab&(@fP1). Figure 1(also see Ref. 45hows the
deformation of theB1 cell towardsB2 in this mechanism.

In general, increasing the size of the repeat unit increases the dimensionality of the hypersurface, so that for four-atom
repeat units the intermediate cell variables and atomic positions for the trigonal subgroup transformations and the correspond-
ing symmetries are

M(4,R3m),M(4,R32),M(4R3): (a,a,a,a,a,a)/(000;241;111- 1 _1_1y (o dimensional,
M(4,R3m),M(4,R32),M(4,R3): (a,a,a,a,a,a)/(000;:11:xxx —x—x—X) (three dimensiony
M(4R3m),M(4,R3): (a,a,a,a,a,a)/(000;333,yyy;zz2 (four dimensional,
M(4,R3m),M(4R3): (a,a,a,a,a,a)/(000:xxxyyy,;zz2 (five dimensiong|,

whereB1 andB2 are @g,aq,aq,7/3,7/3,m/3)/(000335;533,— 5—5—3) and (0g,bg,bg,7/2,7/2,7/2)/(000535;553;
—1-1-1), respectively, and the dimensionality of the Buerger hypersurface is unchanged.
The WTM mechanism corresponds to a four-atom orthorhombic repeat unit which transforRm@B (25), i.e.,

M(4,PmnR). The transition can represented as

B1(Fm3m) B2(Pm3m)
(ag/\2.80/2.2g, wl2,m12,7/2) (a,b,c, 7/2,mw2,7/2) (bo/+2,bg, b, w2,7/2,72)
(000333 - (0003 +x 33 - (000:033)

NI=
N

30;

Nl

(330;003) (330;x03) ( 03)
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FIG. 2. WTM mechanism for the conversion of tB& into the

B2 phase. For th81 phase the- andb-lattice vectors marked lie 38 90
in the {100 plane of the conventional unit cell. (a)

The WTM mechanism is somewhat more difficult to visual- 5420

ize since it involves both the intralayer rearrangement of ions 5440 |

and the translation of these layers relative to one another. ’

The details are shown in Fig. 2. Referring to the lattice vec- W -546.0 |

tors marked in this figure, thB2 structure is generated from

the B1 structure by increasing thie/a ratio fromb=a to _5480 |

b=2a. Simultaneously, every alternat®01) plané® is

displaced by an amoumtin thea direction, as depicted also ~550.0. = 5 prs 9.0
in Fig. 2; x is in units ofa. The magnitude of the spacing of (b) s

the (001 planesg, also changes. Th@®01) and (11.0) planes 5o

of the B1 structure become, respectively, tl@11) and

(OTl) planes of theB2 structure. We have a four-parameter
space, denoted here by the magnitudes of the three lattice

4.5
vectorsa, b, andc andx wherex is the magnitude of the slip
of the (001) planes. Althoughy2a=c for both B1 andB2 ®
structures, there is no requirement that this must be obeyed 40 |

by every point on the minimum-energy pathway. The num-
ber of variables is increased further if shell displacements for
polarizable anions and cations are also introduced. Calcula- 3.5 s .
tions involving the WTM mechanism are clearly more costly 60.0 700 80.0 %0.0
than those for the Buerger mechanism. (© s

It is straightforward to construct variants of the WTM 5 5 (a) Free energy surfaceX), in the static limit, for the
mechanism with a unit cell involving more than four ions. Buerger mechanism in RbBP

. . . . . 2ext= Pirans: ENErgy (kJ m0|_1) is
For example, in adjacent unit cells the relative translakon piotted as a function ofa (A) and @ (deg. (b) Calculated

can be positive or negative. We return briefly to this possiminimum-energy pathway for the Buerger mechanism in RbBr, as a

bility later, although the cost of generating the requiredfunction of reaction coordinate, which we label using the corre-

hyperdimensional potential surfaces becomes prohibitive. sponding value ofx. Pey=Pyans. (€) Variation ina (A) and a
(deg along the pathway irtb).

IV. RESULTS AND DISCUSSION ~
the G surface as a function ad and « for RbBr with Pgy
= Pyans (i.€., with the applied pressure equal to the thermo-
We start first with RbBr, in view of the earlier molecular dynamic transition pressures given in Fig. 3a). This shows
dynamics study of this compourifiand calculate the varia- two minima at the points corresponding to tB& and B2
tion of G with P for both theB1 andB2 phases. Using the phases. Using standard proceduftis,is straightforward to
same interionic potentials as Ruéft al,?° the calculated determine the minimum-energy pathway between the two
thermodynamic transition pressuR,,s for B1-B2 in the  phases, and this is shown in Figbg as a function of reac-
staticlimit is 2.457 GPa. The corresponding valueRyf;nsat  tion coordinates, which we label using the corresponding
300 K, calculated using quasiharmonic lattice dynamics, is/alue ofa. There is a clear activation energy barrier05.9
virtually unchanged at 2.464 GPa, showing that vibrationakJ mol~? at this external pressuré®(,,J. Figure 3c) indi-
effects are small. These transition pressures are smaller bycates the variation ofa and a corresponding to the
factor of 10 than those obtained from an earlier moleculaiminimum-energy pathways of Fig(l3. a decreases as the
dynamics(MD) study’® using identical potentials and also in rhombohedral angler increases and the cell opens out.
closer agreement with the experimental value of 0.5 BPa.  The analogous plots for the WTM pathway for RbBr,
Turning now to the possible pathways between Bie  again forP o= Pyans are shown in Figs. @—4(c). Visual-
and B2 structures, we have determined the static internajzation is more complicated here simply because more vari-
energy (Py,) and free energy@®) surfaces for the Buerger ables must be considereal.b, ¢, andx are as shown in Fig.

mechanism. In the static limiG=®,+ PeV. A plot of 2. Each surface in Fig.(8) represents the variation & with

A. Energy hypersurfaces: RbBr
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FIG. 4. (a) Free energy surface€), in the static limit, for the WTM transition in RbBP o= Py.ns. Each surface is plotted at a fixed
value ofx (0=x=< %); for eacha, b, andx, G has been minimized with respect toa andb are in A, and energies in kJ mot. (b)
Calculated minimum energy pathway for the WTM transition in RbBr at the thermodynamic transition pressure as a function of reaction
coordinates, which we label using the corresponding valuexofc) Variations in the lattice parameteas b, andc (A) (as defined in Fig.
2) along the pathway irtb).

the lattice parametera and b for fixed x; at each point are very close, with those f@1— B2 andB2—B1 differ-
(a,b), the energy has been optimized with respeat.tdhe ent at all pressures except.ns. The BL—B2 activation
computed minimum-energy pathway is shown in Fi¢h)4 energy decreases exponentially with increasing pressure,
and the corresponding variation of the lattice parametersvhereas thdB2—B1 activation energy increases. At room
given in Fig. 4c). The latter shows that, althougifa=+2  temperature thermal contributions to the free energy are not
at the end points of the transition, the ratio is not constantarge enough to overcome the energy barrier. Pressures with
during the transition. The minimum-energy pathway in Fig.thermally accessible barriers for tiB— B2 transition are

4(b) indicates that, just as for the Buerger mechanism, théarger than the thermodynamic transition pressures.Bzor
WTM mechanism is also an activated process, with a similar—B1, pressures with accessible barriers are smaller than
barrier of ~6.2 kJ mol't. A WTM-like mechanism based Py, Consider a sample with thB1 structure. On com-

on a larger repeat unit of eight ions has a slightly smaller

activation energy barrier;-6.0 kJ mol 2, than that for the —-600.0 T ' P=1.0 GPa
minimum possible periodic cell, but still comparable to that /\
for the Buerger mechanism. In this context it is worth recall- o]

ing the earlier MD studies of this transition in Rb@Ref. 20 —615.0 =

based on identical potentials to those used in this work. -542.0 e P=P, ..
These studies found a WTM mechanism, but only at a pres- &
sure far above the observed transition pressure, so that it is , N
g -550.0 -
unclear as to whether the same mechanism would operate at 4400
pressures much closer to the observed transition pressure. ' ' ' ] P=5.0GPa
In view of the experimental observations of hysteresis in /’\
the applied pressure, we have calculateg,;andG surfaces _460.0 ™
at applied pressures both higher than and lower ap,. -350.0 . P=7 5 GPa

At zero applied pressure, of course, the,,andG surfaces
are identical. As the pressure increases, the difference in .
Gibbs energy between tH&l andB2 phases decreases. -380.0 ———! .

X L 600 700 80.0 900

Figure 5 shows the calculated minimum-energy pathways s

for the B1-B2 transition in RbBr at a range of applied pres-
sures for the Buerger mechanism. &t these pressures the FIG. 5. Free energy (kJmol™%) vs s (deg at a range of
activation energies for the Buerger and WTM mechanismspplied pressureB for the Buerger mechanism in RbBr.
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FIG. 6.a (A) vss (deg at a range of applied pressur@gor the

Buerger mechanism in RbBr. FIG. 7. Lattice parametews, b, andc (A), as defined in Fig. 2,

vs s at a range of applied pressuresfor the WTM mechanism in
pression, the transition to tH&2 phase takes place at a pres- RbBr.
sure considerably in excess of the thermodynamic transition
pressure. Once thB2 structure has formed, then on lower- for the WTM mechanisniFig. 7), the variations in the three
ing the pressure the reverse transformation occurs only at lattice parameters at different pressures lie almost parallel to
pressure much lower tha®y, ;. each other.

We have also investigated the variation of the unit cell
geometry along the minimum-energy pathways as a function
of pressure. For the Buerger mechanism curves o o at
different pressures are virtually paralléFig. 6). Martin We now consider a wider range of halide and oxide sys-
Penda et al? have discussed how the form of this plot is tems, the hypersurfaces of which we have examined in some-
largely determined by symmetry considerations. Similarlywhat less detail. The Buerger and WTM mechanisms were

B. Energy hypersurfaces: Halides and oxides

TABLE |. Calculated(simulation andab initio) and experimental thermodynamic transition pressures
(GPa between theB1 andB2 phases for the halides and oxides studied. In the case of the simulations,
transition pressures in the static limit are listed as well as transition pressures at 300 K, calculated using
quasiharmonic lattice dynamics.

Calculated transition pressu(€Pa

Static Quasiharmonic Ab initio Experiment
(T=300 K) HF HF DFT
+a posteriori
correlation
correction
LiCl 185 181 N/A
NaF 19.6 19.2 326 259 23+3P
NacCl 34.1 33.3 38.3 359 24.6 27°
27.7F
KCI 4.0 3.9 4.45 2.0 2.6
RbBr 25 25 05
MgO 151 156 >240 237 >2279
CaO 93.7 93.4 70.4 6138 53.5" 60!
54.8'
Sro 81.8 81.6 41.8 28% 31.7 36+ 4/

3Perdew-Burke-Ernzerhof functionéRef. 42.
bReference 50.

‘Reference 51.

d_ee-Yang-Parr functionalRef. 41).

*Reference 52.

'Reference 47.

9Reference 53.

AFor comparison, a value of 58 GPa has recently been found with the first-principles pseudopotential method
within the local density approximatiofiRef. 54.
'Reference 55.

IReference 56.
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TABLE Il. Calculated activation energig&J mol~1) at the appropriate thermodynamic transition pres-
sure Pyang, for the Buerger and WTM mechanisms, from atomistic simulation, periodic Hartree-Fock
calculations and periodic Hartree-Fock calculations includirgpsterioricorrelation corrections.

Buerger mechanism WTM mechanism
Atomistic simulation Ab initio Atomistic simulation
HF HF DFT

+a posteriori
correlation?

LiCl 20 21
NaF 7.3 16 16 7.8
NaCl 9.8 38 33 33 10
KCl 7.1 7.0
RbBr 5.9 6.2
MgO 22 24
caO 20 62 62 51 22
Sro 17 30 31 29 20

8Perdew-Burke-Ernzerhof functionéRef. 42).

studied for all systems using two-body potentials. In addi-Table Ill. Large activation volumes are associated with small
tion, our available computational resources permitted a studthermodynamic transition pressures. Transition states appear
of the Buerger mechanism in NaF, NaCl, CaO, and SrO usto occur further along the reaction coordinate for oxides than
ing periodic Hartree-Fock calculations, includirg post-  for halides and occur later on descending a group.

eriori correlation corrections, in the static limit, and SCF  Where we have been able to carry out periodic Hartree-
DFT calculations for NaCl, CaO, and SrO. Fock calculationgTable Il), the conclusions are qualitatively

Table | lists the calculated thermodynamic transition pressimilar to those from potential-based simulations. The inclu-
sures. A comparison between thé initio values and the sion ofa posterioricorrelation corrections leaves the barrier
experimental pressuréalso listed shows that agreement be- heights virtually unchanged; furthermore, the SCF DFT bar-
tween the two is very good for all the compounds. Therier heights for NaCl, CaO, and SrO are only slightly smaller
Hartree-Fock transition pressures are all slightly larger thathan the HF value. Thab initio activation energies are all
experiment and are reduced with the inclusiomgiosteriori  larger than the simulation values by at least a factor@f.
correlation corrections. The static transition pressures calcuRossible reasons for this include the failure of the two-body
lated using the potential-based approach are in good agrepetential model in the simulations to describe correctly the
ment with experiment for the halides. The agreement isnergetics of the unusual coordination of the transition state
poorer for CaO and SrO, but for consistency we have inand possible effects due to basis set superposition error in the
cluded results for the entire set of potentials from Ref. 28. ab initio calculations.

Also given in Table | are transition pressures calculated For each system, we have investigated the change in ac-
using lattice statics and quasiharmonic lattice dynamics for &évation energy with pressure, and from these the resulting
temperature of 300 K. As for RbBr, the differences betweerhysteresis cycle can readily be understood, as in the case of
these transition pressures and those for the static limit arBbBr. While experiments indicate the presence of a pressure
very small, which again suggests that vibrational effects aréysteresis, there is insufficient data for even a qualitative
relatively unimportant. comparison at this stage. The overall kinetics of a solid-state

The results for the activation energi ) barriers at the reaction depends on the nucleation and growth mechanisms,
thermodynamic transition pressure, calculated as before farhich involve additional energy terms such as the interfacial
RbBr, are summarized in Table II. Turning first to the resultsenergy, which has not been considered here. This, and the
obtained using pair potentials, the barriers for the Buergeneglect of defects, rule out the possibility of a meaningful
and WTM mechanisms are close for all systems. The differquantitative comparison. Moreover, preliminary estinf&tes
ences between the two activation energies are of the santmsed on standard nucleation theory indicate that the hyster-
order as the thermal contributions to the free energies. lesis range for oxides is larger than that for halides. Estimated
general, activation energies for oxides are larger than thodealf-lives appear to be very dependent on pressure and can
for halides, so that as noted previously, halides may not alvary by over 16 over less than 1 GPa; hence, transitions in
ways serve as useful model systems for oXidgshigh pres-  both forward and backward directions are predicted to take
sures. Table Il also indicates that for a given anion, the ac-
tivation energy decreases with increasing cation size. For the TABLE Il Calculated volumes of activation (10 m® mol)
halides it appears th&, decreases as the ratio of the ionic &t the appropriate thermodynamic transition pressiftg, ., for
radii r, /r _ increases. the Buerger mechanisms, from atomistic simulation.

Activation volumes, given by the difference between the
volume of the transition state and that of the equilibriBh
structure, at the transition pressure, calculated for the-23 -55 —47 —-17.1 -233 -31 —-4.7 -52
Buerger mechanism using atomistic simulation, are listed in

LiCl NaF NacCl KCI RbBr MgO CaO SrO
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place over a narrow pressure range. In addition, the hystesults obtained fromab initio theory parallel those obtained
esis range decreases markedly with temperatures, suggestifigm the atomistic simulation model, although tab initio
that high-temperature experiments are required to obtain resarrier heights are in excess of the pair-potential values. Our

liable equilibrium data. results are sufficiently encouraging for us to consider mecha-
nisms in more complex systems in future work, as well as
V. CONCLUSIONS the use of more sophisticated methods for the estimation of

: . . , the rates of transition.
In this paper we have studied possible mechanisms for the

B1-B2 phase transition in alkali halides and alkaline-earth

oxi'des, using both potentigl—ba;ed and first-pr'in(':iples peri- ACKNOWLEDGMENTS
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