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Abstract DL_POLY_3 is a general purpose molecu-

lar dynamics (MD) simulation package designed to

simulate systems of the order of tens of millions of

particles and beyond by efficiently harnessing the

power of modern computer clusters. Here we discuss

the package design, functionality and report on per-

formance and capability limits. We then report the

application of DL_POLY_3 to study radiation cas-

cades in Gd2Ti2O7 and Gd2Zr2O7, potential materials

for high-level radioactive waste storage and discuss

problems associated with the analysis of the cascades.

We see little direct amorphisation but rather the start

of a transition to the fluorite structure which is more

pronounced for the Zr than the Ti compound.

Introduction

Nowadays researchers use molecular dynamics (MD)

as a standard theoretical tool to model the detailed

atomistic behaviour of various types of systems over

time scales from picoseconds to microseconds as well

as to examine equilibrium thermodynamic properties

and free energies along reaction paths. In an MD

simulation, the classical equations of motion governing

the microscopic time evolution of a many body system

are solved numerically. This information can be used to

monitor the microscopic mechanisms of energy and

mass transfer in chemical and physical processes, and

dynamical properties such as absorption spectra, rate

constants and transport properties can be calculated.

Another area of application, where MD is perceived

as the chief theoretical tool available, is the simulation

of strongly non-equilibrium processes. Of particular

importance in this context is the simulation of radiation

damage where the process is initiated by the creation

of a ‘primary knock-on’ atom (PKA). The PKA

dissipates its energy through interactions with ‘target’

atoms and when the PKA has sufficient kinetic energy

(and mass) there is an atomic collision cascade [1]. The

final damaged state results from the initial cascade

(timescale of femtoseconds), nearly instantaneous

relaxation of the structure (picoseconds) and the

subsequent evolution of the system. Simulating such

processes introduces particular problems associated

with the size of the simulation (depending on the PKA

energy), efficiency of parallelisation and simulation

speed steering. In this paper we describe the new

program DL_POLY_3 with particular emphasis on

recently developed software features that make it

particularly suitable for radiation damage studies and

present a brief example of its use.

Our example is a set of two gadolinium pyrochlores

of interest for radiation waste storage. Gd2Ti2O7 is a

primary candidate material, but studies employing

heavy ion bombardment [2], simulating the results of
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a-decay, have shown this undergoes amorphisation

which in turn leads to an increase in the leach rate of

Pu by an order of magnitude. Also using heavy ion

bombardment, Wang et al. [3] have demonstrated a

striking variation in radiation tolerance in Gd2(ZrxTi1–

x)2O7 (x = 0–1) such that radiation tolerance increases

with increasing Zr content and Gd2Zr2O7 is predicted

to withstand radiation damage for millions of years (cf.

100s of years for Gd2Ti2O7). Gd2(ZrxTi1–x)2O7 and

other pyrochlores have now received considerable

experimental attention [4–10]. The Gd zirconate end

member (x = 1) is indeed largely insensitive to irradi-

ation damage remaining highly crystalline to high

doses even at very low temperatures undergoing a

radiation-induced transition to a defect fluorite struc-

ture in which the Gd3+ and Zr4+ cations are disordered

and which is itself highly radiation resistant. We use

very large simulation cells in this paper and

DL_POLY_3 to compare displacement cascades in

Gd2Ti2O7 and Gd2Zr2O7. For a comprehensive recent

review of pyrochlores in the context of nuclear waste

disposal see Ewing et al. [11].

DL_POLY_3 Foundations

DL_POLY_3 [12] is a modern MD code conceived to

harness the power of HPC clusters by embedding the

domain decomposition strategy with linked cells meth-

odology. It has recently been re-engineered in For-

tran 90 taking full advantage of the modularisation

concept to separate and distribute logically common

(science-, maths- and semantics-wise) sets of variable

declarations, methods and initialisations in modules.

Adopting modularisation allows a lego-like build of

further enhancements and new implementations such

as force fields, scientific methodologies and numerical

algorithms. The inter-CPU communication is imple-

mented using MPI as most of the communication in the

code is implicit, based on dedicated functions and

subroutines developed as methods in a communication

dedicated module.

Domain decomposition (DD) is widely used to

parallelise various sorts of problems. The MD cell is

divided equi-spatially into geometrically identical

regions (domains) and each region is allocated to a

node (a CPU). The mapping of the domains on the

array of nodes is a non-trivial problem in general,

although specific solutions for certain numbers of

nodes (e.g., hypercubes) are much easier to obtain.

The domains are divided into sub-cells (link-cells) with

width slightly greater than the potential cut off for the

system force-field. The coordinates of the atoms in

link-cells adjacent to the boundaries of each domain

are passed onto neighbouring nodes sharing the same

boundaries (exchange of boundary data) to create the

so called domain halo. After this, each node may

proceed to calculate all pair interactions in its region

independently using the linked-cell method. No further

communication between the nodes is necessary until

after the equations of motion have been integrated.

If bond constraints are present in the system, the

equations of motions are modified to include constraint

solvers, RATTLE [13] for Velocity Verlet and

SHAKE [14] for Lepfrog Verlet integrators [15].

These constraint solvers are iterative algorithms that

add incremental corrections to the positions, velocities

and forces of constrained particles until the bond

lengths for all constraints in the system equal the

corresponding pre-defined constraint bond lengths to

within a given tolerance. Constraint algorithms involve

extra communication at each iteration when constraint

bonds cross domains. A domain crossing constraint

bond exists on two domains and one of the constrained

particles is on the domain halo of the other. Since

constraint particle positions, velocities and forces

change at each iteration it is necessary to refresh the

constraint particles that lie in the halo by updating

their positions, velocities and forces. Thus systems with

constraints are bound to have lower parallelisation

efficiency than systems without constraints. After the

equations of motion have been integrated the particles

which have moved out of their original domain must be

reallocated to a new domain.

In the exchange of boundary data to build domain

halos, it is crucial that data are only passed in

successively complementary directions (in 3D: north-

south and back, east-west and back and up-down and

back) at any given instant and in between exchanges,

the exchanged data must be re-sorted before the next

exchange. This is necessary to ensure the corner and

edge link-cell data are correctly exchanged between

domains sharing edges and corners, rather than faces.

The linked-cell method (LC) [16, 17] is a simple

serial algorithm linearly dependent on the number of

particles comprising the domain and its surrounding

halo. It assigns each atom to its appropriate sub-cell

and a linked list is used to construct a logical chain

identifying common cell members. A subsidiary header

list identifies the first member of the chain. This allows

all the atoms in a cell to be located quickly. The

calculation of the forces is treated as a sum of

interactions between sub-cells, in the course of which

all pair forces are calculated. It is straightforward to

allow for periodic boundary conditions. The algorithm

greatly reduces the time spent in locating interacting
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particles when the potential cut off is very short in

relation to the size of the domain. This makes the LC

algorithm particularly powerful as it enables extremely

large systems to be simulated very cost-effectively.

Although the DD algorithm is originally designed

for systems with short-range forces, it can also be used

for systems with Coulombic forces. DL_POLY_3 relies

on a new DD adaptation of the Smoothed Particle

Mesh Ewald method (SPME) [18] for calculating long

range forces in molecular simulations. In this adapta-

tion [19] two strategies are employed to optimise the

traditional Ewald sum. The first is to calculate the

(short-ranged) real space contributions to the sum

using the DD method as outlined above. The second is

to use a fine-grained mesh in reciprocal space and

replace the Gaussian charges by finite charges on mesh

points. The mesh permits the use of 3D Fast Fourier

Transforms (3D FFTs) [20]. DL_POLY_3 uses a novel,

fully memory distributed, parallel implementation of

the 3D FFT—the Daresbury Advanced Fourier Trans-

form (DAFT) [21]—that exploits the DD concept.

DL_POLY_3 also offers a great number of control

options [22]. However, it suffices here to outline only

the few that are of particular use to radiation damage

simulations. The variable timestep option requires the

user to specify an initial guess for a reasonable

timestep for the system (in picoseconds). The simula-

tion is unlikely to retain this as the operational

timestep as the latter may change in response to the

dynamics of the system. The option is used in

conjunction with two variables mindis (default

0.03 Å) and maxdis (default 0.1 Å; note max-

dis ‡ 2.5 mindis). These distances serve as control

values in the variable timestep algorithm, which

calculates the greatest distance a particle has travelled

in any timestep during the simulation. If the maximum

distance is exceeded, the timestep variable is halved

and the step repeated. If the greatest move is less than

the minimum allowed, the timestep variable is doubled

and the step repeated. In this way the integration

timestep self-adjusts in response to the dynamics of the

system; the simulation slows down to account accu-

rately for the dynamics during the initial stages in the

radiation damage cascade simulations far from equi-

librium and then speeds up to utilise CPU time

effectively when the system cools down.

The defect detection tool uses an algorithm that

compares the simulated MD cell to a reference MD

cell. The former defines the actual positions of the

particles and their atom types and the latter is taken

here to be the structure of the undamaged lattice. If a

particle, p, is located in the vicinity of a site, s, defined

by a sphere with centre this site and a user defined

radius, 0.3 Å £ Rdef £ 1.3 Å (default value 0.75 Å),

then the particle is a first hand claimee of s, and the site

is not vacant. Otherwise the site is presumed vacant

and the particle is presumed a general interstitial. If a

site, s, is claimed while another particle, p¢, is located

within the sphere around it, then p¢ becomes an

interstitial associated with s. After all particles and all

sites are considered, it is clear which sites are vacan-

cies. Finally, for every claimed site, distances between

the site and its first hand claimee and interstitials are

compared and the particle with the shortest one

becomes the real claimee. If a first hand claimee of s

is not the real claimee it becomes an interstitial

associated with s. At this stage it is clear which

particles are interstitials. The sum of interstitials and

vacancies gives the total number of defects in the

simulated MD cell. Note that the algorithm cannot be

applied safely if Rdef is larger than half the shortest

interatomic distance within the reference MD cell since

a particle may claim or/and be an interstitial associated

with more than one site. Low values of Rdef are likely

to lead to slight overestimation of the number of

defects. If the simulation and reference MD cell have

the same number of atoms then the total number of

interstitials is always equal to the total number of

vacancies.

Performance and capability

To evaluate DL_POLY_3 performance and scalability

a set of test MD simulations were run on the HPCx

(IBM SP4 cluster—http://www.hpcx.ac.uk) super-clus-

ter at Daresbury Laboratory (the UK’s 1st and world’s

46th fastest1). The tests were based on three model

systems; (i) Solid Ar, (ii) NaCl and (iii) SPC Water,

with increasing complexity of their force-fields as

outlined in Table 1 and carried out at conditions as

outlined in Table 2. All test cases were set up using

values for the simulation cell parameters obtained

from previous equilibration runs using the same force-

fields as listed in Table 1(a–c) and at the same

simulation conditions as in Table 2. The size-per-

CPU and cut off values for each system were chosen

to ensure that all systems have the same domain halo

volume on average, so that relatively the same volume

of MPI messaging for domain boundary data exchange

is required between neighbouring domains for each

system at any timestep. Thus the difference in paral-

lelisation performance between the three systems is

1 Ranking in http://www.top500.org at the time of writing in
January 2006.
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based on the complexity of the different force fields

and on the additional communication these involve.

To detect and compare the parallelisation efficiency

of different systems and of different processor counts

the following construction was employed. Whenever

the number of CPUs was doubled the simulated

systems were also doubled in size,2 ensuring that the

link-cell algorithms and the domain halo volume for

each system remained the same for any processor

count. Thus, if parallelism were ideal the simulation

time-per-timestep for each system would be the same

for any processor count.

Table 3(a–c) present simulation performance data

for systems (i)–(iii). The tables list the time-per-

timestep and system size as a function of processor

count. Also listed for comparison are the dimensionless

time-per-timestep, s, and the speed gain, c, defined by

s nð Þ ¼ Mtn
Mt1

; c nð Þ ¼ Mt1

Mtn ð1Þ

where Dtn is the time-per-time step at processor count

n. s and c for all three systems are plotted as a function

of the processor count in Fig. 1a, b respectively.

Perfect parallelisation corresponds to s(n) = 1, good

parallelisation corresponds to 25% increase at each

doubling of the processor count. Figure 1a shows that

for all three systems s increases logarithmically until

32 CPUs and then almost linearly. The logarithmic

increase in s at low processor counts is associated with

the population of the first logical partition (LPAR) of

HPCx. HPCx comprises 38 LPARs, each running its

own copy of the AIX operating system, and connected

via high performance ‘federation’ switches. The linear

increase of s at high processor counts is related to the

incremental increase of (i) time for MPI organisation

and (ii) global (collective) communication operations.

The results show that parallelisation is excellent for all

three systems.

The SPME summation accuracy (10–6) was kept

constant3 for all NaCl and SPC water simulations

Table 2 Simulation parameters of the model systems tested using DL_POLY_3

System Size per CPU
[particles]

Ensemble [type] Short-range potential cut
off [Å]

Equilibrium
temperature [K]

Equilibrium pressure
[k atm]

Solid Ar 32,000 NVE 9 4.2 0.001
NaCl 27,000 NVE 12 500 0.001
SPC water 20,736 NPT Berendsen 0.5 0.75 8 300 0.001

NPT ensembles are characterised by thermostat and barostat relaxation times in picoseconds

Table 1 Force-fields for the tested systems as discussed in the text

(a) Solid Ar with mass of 39.95 Da and zero charge

Interaction Type e [eV] r [Å]

Ar–Ar Lennard–Jones 4.2 0.001

(b) NaCl with m(Na) = 22.9898 Da, q(Na) = 1e, m(Cl) = 35.453 Da and q(Cl) = –e

Interaction Type A [eV] < [Å–1] r [Å] C [eV Å6] D [eV Å8]

Na–Na Born–Huggins–Meyer 2544.35 3.1545 2.340 10117.0 4817.7
Na–Cl 2035.48 3.1545 2.755 67448.0 83708.0
Cl–Cl 1526.61 3.1545 3.170 698570.0 1403200.0

(c) SPC Water with m(H) = 1.00797 Da, q(H) = 0.365e, m(O) = 16.9994 Da and q(O) = –0.73 e, and constraints H1,2–O = 1.03 Å and
H1–H2 = 1.681982 Å

Interaction Type e [eV] r [Å]

O–O Lennard–Jones 0.16 3.196

The Lennard–Jones and Born–Huggins–Meyer potentials have forms defined by

U rij

� �
¼ r

rij

� �12

� r
rij

� �6
" #

and
U rij

� �
¼ A exp B r� rij

� �� �
� C

r6
ij

� D

r8
ij respectively

2 System sizes were doubled cyclically in the a, then b and then c
directions.

3 This corresponded in a 64 · 64 · 64 grid for the FFT per
domain (CPU).
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together with the constraint tolerance (relative, 10–5)

for all SPC water simulations. This imposes some small

extra memory overheads as well as more expensive

SPME electrostatics due to 3D FFT calculations which

scale as N log N with the number of particles N. This is

shown well in Fig. 1b, which plots the speed gain, c(n),

as a function of processor count, n, where the perfor-

mance for NaCl and SPC water is poorer than that for

solid Ar. As expected, the SPC water system exhibits

the worst parallelisation performance. This is due to

the existence of constraint bonds involving (i) iterative

integration algorithms [13, 14] and (ii) extra MPI

communications for constraint bonds crossing domain

boundaries, which, as we have already commented,

need to be refreshed during each iteration cycle of the

constraint algorithms.

Maximum load tests involving the three test systems

were also run on HPCx. Each system size load on one

CPU was increased incrementally until execution

failed. The maximum load for the solid Ar system

was �700,000 particles per 1 GB. This on 1,024 CPUs

on HPCx corresponds to �610 million particles, which

is well below the limit (2,147,483,647) DL_POLY_3

can handle on conventional 32-bit machines. Even this

limit, of course, can be exceeded with care, but this

requires the package is compiled in a 64-bit mode and

run on a 64-bit (enabled) platform (with theoretical

limit of system sizes of 9.2 · 1018 particles) and

substantial hard disk space is needed. For a one

million particle system the size of a configuration file

(lattice parameters, positions, velocity and forces) in

text format is �0.25 GB.

The maximum loads per CPU for the NaCl and SPC

water systems were �220,000 and �210,000 ions per

1 GB memory respectively. These cannot be scaled

directly to 1,024 CPUs since some extra memory per

CPU will be needed for the 3D FFTs in the SPME

summations driven by the constant SPME precision.

Table 3 DL_POLY_3.04
scaling performance on HPCx

Speed gain, dimensionless
time-per-timestep, real time-
per-timestep (in seconds,
averaged over 10 timesteps)
and system size are listed as a
function of number of CPUs
used in parallel. Details of
individual simulations (a)–(c)
are given in the text and
Table 1

CPUs Speed
gain

Dimensionless
time-per-timestep

Time-per-
timestep [s]

System
size [atoms]

(a) Solid Ar
1 1 1.00 0.59 32,000
2 1.97 1.02 0.60 64,000
4 3.87 1.03 0.61 128,000
8 7.96 1.00 0.59 256,000

16 15.69 1.02 0.60 512,000
32 29.96 1.07 0.63 1,024,000
64 59.14 1.08 0.64 2,048,000

128 116.50 1.10 0.65 4,096,000
256 231.86 1.10 0.65 8,192,000
512 448.44 1.14 0.67 16,384,000

1024 838.36 1.22 0.72 32,768,000
(b) Solid NaCl

1 1 1.00 2.82 27,000
2 1.95 1.02 2.89 54,000
4 3.80 1.05 2.97 108,000
8 7.69 1.04 2.93 216,000

16 14.96 1.07 3.01 432,000
32 27.79 1.15 3.24 864,000
64 54.07 1.18 3.34 1,728,000

128 105.12 1.22 3.43 3,456,000
256 206.24 1.24 3.50 6,912,000
512 388.41 1.32 3.71 13,824,000

1024 705.81 1.45 4.09 27,648,000
(c) SPC water

1 1.00 1.90 20,736
2 1.81 1.11 2.10 41,472
4 3.36 1.19 2.26 82,944
8 7.11 1.13 2.14 165,888

16 13.54 1.18 2.24 331,776
32 23.53 1.36 2.58 663,552
64 43.80 1.46 2.77 1,327,104

128 84.24 1.52 2.89 2’654,208
256 158.97 1.61 3.06 5,308,416
512 285.41 1.79 3.41 10,616,832

1,024 495.35 2.07 3.93 21,233,664
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However, our estimate is a 1,000 fold load on

1,024 CPUs. The reduced maximum load per CPU

for the latter two systems relative to that in the solid Ar

simulation is readily explained. The maximum load per

CPU is dependent on the available memory per CPU

after force field arrays are allocated. The larger the

complexity and/or the higher the accuracy of the force

field description, the lower the limit of the maximum

load per CPU.

Overall, DL_POLY_3 exhibits excellent parallelisa-

tion performance over large processor counts and

ability to utilise available memory extremely efficiently

allowing loads as large as �220,000 ions per 1 GB

memory for systems with force-fields as complex as

that for SPC water.

Cascade simulations

In this section we report molecular dynamics simula-

tions of collision cascades for PKAs with energies

E £ 3 keV, 3 keV < E < 10 keV and E = 10 keV

using cubic simulation cells of 88,000, 152,064 and

193,336 atoms respectively. These large cell sizes

ensure that a cascade should not normally interact

with its periodic images for all practical purposes in our

simulations. Initial simulation cell lengths were set to

the appropriate multiple of the experimental lattice

parameter, corresponding to 10, 12 and 13 unit cells in

each direction respectively. The initial temperature of

the simulation was set to 300 K and the simulation

allowed to equilibrate for 10 ps within the NPT-

ensemble, using a timestep of 2 fs.

Each ion in the pyrochlores is assigned its formal

charge, i.e. 3+, 4+ and 2– for Gd, Ti/Zr and O

respectively. Ions can approach each other closely

particularly at the start of the simulations and it is vital

to use potentials that are likely to be accurate over a

wide range of internuclear separations and especially

at short distances. The potentials here have been

calculated using the modified Gordon–Kim electron-

gas model [23]. They have been used previously in

simulation studies of a wide range of binary and

ternary oxides (e.g., Ref. [24]) including problems

involving defects where the interatomic distances close

to the defect after relaxation may be very different

from those in the perfect lattice at equilibrium [25].

The potential parameters for O–O, Ti–O, Gd–O and

Zr–O, collected together in Table 4, were generated by

fitting an exponential of the form A exp(–r/q) (where A

and q are constants) to the electron-gas interaction

energies. A comparison of experimental and calculated

lattice parameters, and bond lengths for the two

pyrochlores is given in Ref. [26]. Devanathan and

Weber have recently used potentials for the Ti and Zr

compounds very similar to our own [27].

The production of a cascade was started from the

energetic recoil of a single atom, the PKA. All

simulations used for the PKA a U atom substituted

Table 4 Short range potential parameters used for the pyroch-
lores and the primary knock-on’ atom (PKA) with cut off of 8 Å

Interaction A/eV q/Å

O–O 249.3764 0.3621
Ti–O 3878.4225 0.2717
Gd–O 4651.9633 0.2923
Zr–O 8769.5930 0.2619
U–O 4792.4400 0.3009

The form of the Buckingham potential is Vij ¼ A exp �rij=q
� �

Fig. 1 DL_POLY_3 (a) dimensionless time-per-timestep and
(b) speed gain from the simulation data in Table 1(a–c) plotted
as a function of processor count. The green dotted line indicates
the parallelisation limit also called perfect or embarrassing
parallelisation. The red line indicates the standard for a good
parallelisation (time-per-timestep increase of 25% for each
doubling of the processor count)
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for a native Gd ion, with the U–O potential also given

in Table 4. The subsequent collisions, displacements

and recombination of atoms with vacant sites were

followed, so that the complete structure and evolution

of the cascade could be monitored. A 5 ps evolution of

a 5 keV PKA cascade in an MD cell of 152,064

particles takes 3.5 h of CPU time on 16 processors of

the Dirac cluster at the University of Bristol (48 dual

processor Pentium 4 Xeon on 2 GHz nodes with

Myranet 2000 interconnect). A 10 ps evolution of a

10 keV PKA cascade for the largest MD cell used in

this study takes 9 h of CPU time on 16 processors on

the same cluster. Here in all simulations the initial

velocity of the PKA was along a body-diagonal of the

MD cell (eight directions). The creation of a radiation

cascade results in an initial sharp rise in the global

temperature of the simulation cell, no larger than

1,150 K for the simulation cells in this paper, and the

temperature then decreases during the simulation.

Timestep lengths vary during the development of a

cascade. Typically for the 10 keV cascades reported in

this paper, timesteps are very short (approximately a

few 10–3 fs) at the beginning of the cascade simulation

(up to 0.25 ps of the simulation time) and remain

relatively unchanged from after a few picoseconds

(1 ‚ 5 ps of simulation time) to the end of the

simulation (total simulation time 8–12 ps).

Analysis of the cascades can be carried out in

several useful ways. We start as in Ref. [28] by

defining a ‘defect’ in terms of displacements, i.e., as

an ion that has moved more than half the average of

the first-neighbour interatomic distances. This is

determined with respect to the position of an ion

after the equilibration phase of the simulation.

Alternative definitions [29] are discussed below.

Calculated limiting values of the mean-square dis-

placements for the parent pyrochlores (no cascades)

indicate that self-diffusion processes are negligible

after the final formation of the cascade and so do not

influence the number of defects on this relatively

short timescale.

For a given PKA energy the number of such

‘defects’ is larger for Gd2Zr2O7 than Gd2Ti2O7, as is

clear in Fig. 2, which plots the running totals of

‘defects’ as a function of time during a 10 keV cascade.

In Table 5 we break down this total for the 10 keV

cascades. The numbers of each type of atom which

have been displaced by a given distance are listed,

together with the total distance travelled by the PKA.

More atoms are displaced in the Zr than the Ti

compound. The PKA has travelled further in the Zr

case, and fewer heavier Zr ions are displaced than

lighter Ti ions. Nevertheless, the number of cations

displaced overall is comparable in both compounds,

while more anions are displaced in the Zr pyrochlore.

This appears to be in conflict with results from

high-energy ion bombardment experiments [3], where

the resistance to amorphization in Gd2Ti2–xZrxO7

increases with increasing Zr content. We have

Fig. 2 Instantaneous number of ‘defects’ plotted as a function of
time during a 10 keV cascade (U PKA) in the Ti and Zr
pyrochlores (Gd–Ti–O triangles, Gd–Zr–O squares). There are
separate plots for the damage on the cation (empty symbols) and
anion (filled symbols) sublattices. As discussed in the text we
here define a ‘defect’ as an ion that has moved more than half the
average of the first-neighbour interatomic distances

Table 5 Structural damage data from 10 keV cascades in Ti and
Zr pyrochlores at 300 K and zero pressure

PKA directions Æ111æ Gd2Ti2O7 Gd2Zr2O7

Displaced: Species Species

Gd Ti O Gd Zr O
Band (Å)

<1 0 0 0 0 0 0
1–2 0 1 6 0.3 0 153
2–3 1 2 212 3 2 232
3–4 8 8 49 6 6 132
4–5 0.5 1 30 3 2 51
5–6 0 0.5 13 0.8 1 18
6–7 0.3 0.8 4 0.8 1 8
7–8 0 0.8 4 0 0 2
8–9 0.5 0 3 0.5 0.3 2
9–10 0 0 1 0 0 1
… … … … … … …
Total 11 15 329 15 12 610

Final distance of PKA from
starting position (Å)

84 95

The primary knock-on’ atom (PKA) is a U ion. The table lists
how many atoms of each species have moved a particular dis-
tance given in the first column from their original lattice posi-
tions. The second column and the third column list the mean
values from all eight cascades in Æ111æ directions for Ti and Zr
pyrochlores respectively
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therefore examined the damage distribution in more

detail. We note first that the increase in damage on the

oxygen sublattice is largely due to a substantial

increase in the Zr compound of the numbers of O

ions moving between 1 Å and 2 Å (by over 150) and

between 3 Å and 4 Å, relative to those in the Ti

compound. The numbers of oxygen atoms moving

between 2 Å and 3 Å or more than 4 Å from their initial

positions are broadly similar. We obtain further insight

into the oxygen disorder after each cascade by plotting

the number of ions displaced vs. distance rather than

tabulating this information in broad bands as in Table 5.

This plot is shown in Fig. 3 for the two materials, and it is

clear that this plot is highly structured with well defined

peaks up to�6 Å for each compound. The differences in

the number of atoms displaced at short distances

(<2.7 Å) between the Zr and Ti compounds are partic-

ularly striking in this figure, with pronounced peaks at

just below and just above 2 Å for the former which are

almost completely absent in the curve for the latter.

Many oxygens are thus displaced a small amount in the

Zr compound. The differences in the two curves for

larger displacement distances (>3.5 Å) are smaller and

the sign of the difference between the two curves

changes with distance.

It is particularly instructive to consider not just the

displacements of individual ions but to consider the

structure of the damaged compound itself. We examine

the number of atoms not located at lattice sites, using

the defect detection algorithm described in the previ-

ous section, thus changing our operating definition of a

defect and avoiding the previous somewhat arbitrary

definition of a defect in terms of displacements.

Table 6 lists the number of defects, both interstitials

and vacancies, defined in this new way, in the simula-

tion cell (193,336 atoms) for a PKA of 10 keV for each

compound. The variation in the number of interstitial

defects from one atom type to another and from the Ti

to the Zr pyrochlore are the same as for the totals of

each atom type displaced in each compound (e.g.,

Table 5).

A measure based on a point defect description can

be misleading in certain situations. For example in the

presence of dislocation-type extended defects every

atom associated with the extended defect will count

towards the defect total even in a region where there is

significant local order. This consideration has led us to

calculate the oxygen–oxygen radial distribution func-

tions (RDFs) for the undamaged and damaged mate-

rials. These and the differences between the two are

plotted in Fig. 4a–b. Although some oxygen atoms

move by a small amount (Fig. 3) this shows that, Fig. 4

does not mean that there are any such short oxygen–

oxygen separations in the damaged materials. Overall,

as indicated by the sharp negative peaks in Fig. 4, there

is a loss of order and there are clear differences

between the Ti and Zr compounds. One way of

investigating this a little more quantitatively is to sum

the absolute values of the areas under the difference

curves in Fig. 4a–b for each compound. In Fig. 5 the

integral of the absolute difference between the oxy-

gen–oxygen RDFs of the undamaged and damaged

material is plotted as a function of distance. There is a

larger loss of order in the Zr pyrochlore at shorter

separations (3–5 Å), whereas at larger distances there

appears to be a slightly larger loss of order for the Ti

compound. The total integral is approximately 2%

larger for the Ti than for the Zr compound. This is of

course a small difference but nevertheless this mea-

sure, unlike those based on oxygen displacements

considered earlier, at least suggests that overall the

loss of oxygen order is at least comparable in the Ti to

Fig. 3 Mean final number of oxide ions displaced as a function
of distance moved for all 10 keV cascades (U PKA) in the Ti and
Zr pyrochlores (Gd–Ti–O triangles, Gd–Zr–O squares)

Table 6 Averaged final numbers of interstitials and vacancies by
atom type and antisite defects in the simulation cell associated
with cascades in each pyrochlore Gd2X2O7 (X = Ti,Zr) for a
primary knock-on’ atom (PKA) of 10 keV with initial tempera-
ture 300 K

Compound Defects Gd-X

Gd X O

int vac int vac int vac int¢

X = Ti 2.3 2.8 4.0 3.0 16.0 16.5 15.8 8.3
X = Zr 4.3 5.0 3.3 2.8 244.0 243.8 74.8 12.0

The final column for oxygen interstitials (headed int¢) is the total
number recalculated for the three compounds classifying the 8a
site as a lattice rather than interstitial site, as described in the text
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that in the Zr compound, due to the nature of the

RDFs at larger rather than shorter separations.

The pyrochlore Gd2Zr2O7 shows enhanced conduc-

tivity relative to that of the defect fluorite phases,

which bound it on both sides in the phase diagram [30].

The pyrochlore structure not only contains A and B

ions on separate sublattices but the seven oxygen ions

per formula unit in the unit cell also fully occupy two

sublattices (48f and 8b). Unlike the defective fluorite

structure there is an ordered arrangement of oxygen

vacancies, with the so-called 8a site vacant. The ionic

conductivity is due to intrinsic disorder of oxygen ions

between the occupied 48f and empty 8a sites [30]. The

loss of order at short distances (3–5 Å) is associated

with the partial occupation of this 8a site. Classifying

this position as an additional available lattice rather

interstitial site, reduces very substantially the number

of oxygen defects in Gd2Zr2O7 by a factor of 3

(Table 6), while the total in the Ti compound is

virtually unchanged. For Gd2Ti2O7 intrinsic oxygen

disorder and hence ionic conductivity is much less [31].

Thus in both Gd2Ti2O7 and Gd2Zr2O7, the total

number of oxygen atoms displaced is much larger than

that of the cations (as also noted [32] in simulations of

cascades in La2Zr2O7) consistent with a much lower

threshold displacement energy for O. With the PKAs

considered here, the final total of displaced cations is

low. Most of the displaced cations occupy an equiva-

lent crystallographic site. Only very few cations (at

most one in each cell) move to occupy an oxygen site.

Cation displacement threshold energies in Gd2Ti2O7

appear to be significantly larger than in Gd2Zr2O7, in

agreement with Ref. [27]. As the RDFs show, for the

cascades we have considered here both long and short

range order are largely preserved, as also observed [32]

for La2Zr2O7. Although many oxygen atoms are

displaced from their equilibrium positions most end

up occupying equivalent crystallographic sites. Anion

disordering involving the greater occupancy of the 8a

sites is greater in the Zr compound as shown by the

larger occupancy of this 8a site; the oxygen vacancies

are disordered over the oxygen sites in addition to the

cation disorder. Figure 5 hints at a possible larger loss

of longer range oxygen order in the Ti compound,

although the number of oxygens displaced is much

smaller. The characteristics of the cation and anion

disorder differ from compound to compound, with

different timescales, and largely need to be considered

independently. Overall, the primary damage by our

Fig. 4 Calculated oxygen–oxygen radial distribution functions
(RDF) for the two undamaged (thick solid line, black) and
damaged (dashed line, red) (a) Ti and (b) Zr pyrochlores. In each
plot the difference between the undamaged and damaged RDFs
is also plotted (thin solid line, green)

Fig. 5 The integrated absolute difference, I, between the
oxygen–oxygen radial distribution functions (RDFs) of the
undamaged and damaged compounds as a function of distance.
Gd2Ti2O7 red (dashed) line, Gd2Zr2O7 black (thick solid) line
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low energy events shows the beginnings of the forma-

tion of the fluorite-like phase, rather than amorphisa-

tion per se, though this is less for the Ti compound.

Sickafus et al. [33] have proposed that oxygen-

deficient fluorites, with the same basic A2B2O7 struc-

ture as pyrochlores but a random arrangement of the

cations, have a greater propensity for resisting radia-

tion damage (see also Ref. [34]). The lower the cation

antisite defect energy (e.g., Gd2Zr2O7) the more

readily will a transition under irradiation to the

disordered fluorite structure take place and the more

radiation resistant the compound. Alternatively, if the

antisite defect is large (e.g., Gd2Ti2O7) then there is an

irradiation-induced crystalline to amorphous transi-

tion. The cation antisite defect energies are smaller the

closer these ions are in size [35, 36].

How do such trends relate to the simulations

reported here? Overall our calculations suggest the

connection between ease of damage and the formation

of defect cascades over the first few ps is more complex

than anticipated hitherto. Different measures of

damage (displacements, defect totals, RDFs) need

careful consideration. The simulations see no direct

amorphisation but rather a transition to the fluorite

structure which is more pronounced for the Zr

compound (greater occupancy of the 8a site) than the

Ti system, which also contains a smaller number of

antisite defects. The total number of displaced atoms is

larger for the Zr pyrochlore, but the loss of long range

order as indicated by the change in the oxygen–oxygen

radial distribution indicates this is comparable or less

for the Zr than the Ti pyrochlore.

There are a number of caveats. Our simulations

have been limited to small initial PKA energies

because of the problem of cascade overlap. The

creation of a defect cascade is only part of the process

of the formation of the damaged state. Our simulations

are not able to probe the healing process and deter-

mine the ultimate fate on longer timescales of the

interstitial ions and vacancies (e.g., formation of defect

clusters, dislocations). Nevertheless, we might expect

thermal annealing via order-disorder in Gd2Zr2O7

(which is an ionic conductor) to be faster than for

structural recovery in Gd2Ti2O7. It will be interesting

in future work to try and build up correlations between

ease of damage formation and ease of amorphisation

with measures calculated in molecular dynamics sim-

ulations of the type presented here, and the ability to

study ever larger cells will permit the study of more

energetic PKAs.

Conclusions

DL_POLY_3 is a new generation molecular dynamics

software with inherent parallelisation design based on

domain decomposition and linked cells methodologies.

It exhibits excellent parallel performance and ability to

handle simulations of systems of order of tens of

millions of particles and beyond on any high processor

counts. DL_POLY_3 offers a wide variety of tolls and

controls, including additional functionality to help

highly non-equilibrium simulations. Re-engineered in

a modular, free-format FORTRAN 90 manner, it

guarantees full portability (completely self-contained)

and allows for easier support and user development.

Application of the code to study radiation cascades in

Gd2Ti2O7 and Gd2Zr2O7, has revealed marked differ-

ences between the two compounds, and we have

discussed different methods for the analysis of the

extensive disorder produced by these cascades.
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