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Abstract

Abstract

The work presented in this thesis focuses on uksisgr spectroscopy and optical
emission spectroscopy (OES) to diagnose microwatieaded hydrocarbon/Ar/H
and hydrocarbon/Ar/kB,Hs plasmas used in diamond chemical vapour deposition
Two laser spectroscopy methods, cavity ring-dowecspscopy (CRDS) and

tuneable infrared laser absorption spectroscopRI(AS), have been employed.

In the TIRLAS experiment, a novel quantum cascaaterl (QCL) was used to
measure the IR absorptions of two stable hydrocadmecies, CiHand GH,, in
different hydrocarbon/Ar/k plasmas. The fast frequency chirp of the QCL also
allows time resolved absorption measurements. AspEcthe gas phase chemistry

of CH, and GHy, and their interconversiomyas thus explored.

CRDS is a highly sensitive and accurate, multi-passorption technique. In this
thesis, it has been applied successfully to meashsslute column densities of
C,(a1y) and CH(XII) radicals, and H(n=2) atoms, and their spatiaffile in
CH4/Ar/H; plasma, as functions of various discharge parasépower, pressure,
CH, flow rate, Ar flow rate). The gas temperature e fplasma region was also
determined by measuring the @tational temperature, and found to have typical

values around 3000 K.

OES has been used to study the behaviour of sespeaies (Ar, H, CH, £ etc)
emissions in CHWAr/H, plasma, as functions of different discharge paramet
Actinometry was used to investigate the behavidud@=1) atoms in the plasma.
The spatial profiles of these emissions were alsasured and compared with the

column density profiles measured in CRDS experisent

Finally, B/C/H chemistry was explored ints/Ar/H,/CH, plasma — using CRDS to
measure column densities of BH radicals, and OESdasure emissions from BH
and from B atoms — under different discharge caomt The spatial profiles of BH

column densities and emissions were also measuacedampared.
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Chapter 1 Introduction

Chapter 1 Introduction

1.1. Plasma

Plasma, named the fourth state of matter, is aecimdin of charged particles
(electrons, positive and negative ions), neutralertis, molecules and radicals) and
fields that exhibit collective effects. It is th@mmonest matter form, occupying
almost 99% of the visible universe. Plasmas inneatan be found in stars, nebula,
aurora, etc and always are of great interest tom@smers. Today, humans can also
produce varieties of plasmas to fulfill a rangeofposes of their own. For example,
the H plasma is used in fusion as a possible solutidghéa@nergy problent’ Some
Ar/Hg plasmas are also used for illumination. Hoerwne of the most important
applications of plasma is for material processifgspecially in today’s
semiconductor industries, the processing involylagmas, such as etching, ashing,

cleaning and nitriding, plays an essential rBle.

The versatility of plasma provides many advantagesaterial processing. Firstly

in a plasma, there are lots of charged particléschvcan be controlled by applying
an external electric or magnetic field. Secondlpoa-equilibrium plasma can have
quite different temperatures for electrons and figaarticles, e.g, electrons can be
very hot and energetic (good for producing actpecges) while the gas temperature
can still remain low (very important for processingaterials like photoresist,
biomaterials, etc which can not survive under higghperature). Thirdly, the plasma
can produce many kinds of active species and etiefgaticles with high densities.
Also, plasma induced processes can be much moi@eaff than corresponding
processes brought about by thermal methods. Theugl#isma is good at providing a

very reactive environment and inducing many chehngzctions.

On the other hand, the flexibility advantage of filasma has to be offset by its
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complexity. In most cases, many processes are camuland linked together. The
inhomogenity of species concentration and temperafurther enhances such
complexities. Sometimes, plasma instability wil@make accurate prediction of the

plasma behaviour impossible.

A good understanding of the plasma behaviour ndeuswvledge from both

discharge physics and gas-phase chemistry. Tosgah knowledge, people resort
to the plasma diagnostics (i.e. experiments) arabrétical simulation. Plasma
diagnostics involves using various (such as optcalectrical) techniques to study
the plasma properties and behaviour, The reasowalioit “diagnostics”, not

“measurement” is that, to understand the plasma\etr requires not only the
measurement of plasma parameters but also reasomabumptions and logical
deductions based on the pre-existent physical dranical knowledge. This is
somewhat similar to what the doctor does for aepdtin order to establish his/her

iliness, which is called diagnosis in the clinic.

1.2. Diamond structure and properties

Diamond is a wonderful material. Not only is it faus to the public as gemstones,
but also it is attractive to scientists and engisder its unique, excellent properties.
Diamond is simply an allotrope of carbon. Other ananembers in this family
include graphite, Buckminster Fullerene (bucky $)altarbon nanotube (CNT), see
Figure 1. 1. Due to the different structures, diamond exhibitany excellent

properties that are quite different from the othléwtropes.

The structure of diamond is shown kigure 1. 1 (a). It can be regarded as a 3D
network of carbon atoms tetrahedrally bonded byhsfpridized bonds. Since each
carbon atom in the diamond lattice is firmly “suped” by four neighbouring atoms,
this structure makes diamond the hardest matemavk to man. Thus, it is ideal to

be used as the blade of cutting and/or polishinghines *!
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Figure 1. 1 Structures of several allotropes obear (a) diamond; (b) graphite; (cyd>(d)
single wall carbon nanotube (SWCNT)

Diamond also has the highest thermal conductivity the lowest thermal expansion

coefficient, thus can be used as a heat sink fegmted chips (ICs) and laser diodes.
[4]

In addition, diamond has a very big band gap, atdud5 eV at room temperature.
Due to the high symmetry, it has very few absorptimnds. Therefore, it is an
excellent material for optical windows, allowingethight transmission from the deep

UV to the far IR®!

The resistivity of diamond is very high as well, norfgab 10" Qcm™. So it is
actually regarded as an insulator. However, aftged with suitable elements, it can
become semiconductor with very high carrier mohiliDiamond can be grown
directly on silicon, which is good for integratiomith the present semiconductor
processing arts. All these attributes make diammmnising as a next generation
semiconductor material. Some electronic deviceqgpypes based on diamond have

already been demonstrat&’

Due to its chemical inertness, diamond is suitaiblebe used in many tough

-3.
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environments. For example, diamond is more redistigainst X-raysy-rays, UV
and nuclear particles than other materials commuoséd as solid-state detectors. It

is much more robust than silicon under neutron tamatrinent

Also, never forget, diamond is biologically compégi boron-doped diamond is thus
a very promising candidate for bioelectronics asshbws good electronic and
chemical propertie$'® 'Y Besides that, some surfaces of diamond exhibit v

or even ‘negative’ electron affinity, which is sabile for making field emitters. Such
research is being carried out in many ldfs ' Some of the main properties of

diamond and their related applications are sumredrizTable 1.1.

Table 1.1 Diamond properties and its applize?

Properties Value Applications
extreme hardness 10000 kg/Mmm cutting and grinding machine
highest thermal 2000 Wm*K™ thermal conductor for diode laser
conductivity
Electron mobility 2,200 cftV- s fast electronics
Hole mobility 1,600 crfiV- s fast electronics
Band gap 5.45 eV optical window
Resistivity 16°% - 10°0hm - cm insulator
Sound speed 18,000 m/s SAW filter
Work function small and negative on field emission devices

[111] surface

1.3. Chemical vapour deposition of diamond

Chemical Vapour Deposition (CVD) is a process whictludes both gas phase
reactions and gas-solid surface reactions. Thedousually leads to the production
of a number of active species. The species canréet with or through the solid

surface and finally result in the deposition of thaterial.

There are varieties of diamond CVD technquEé’sl,4] classified by means of how

the energy is coupled into the system (called gdisadion), which will be briefly
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introduced in the following sections.

1.3.1 Hot filament

gas in
i b S
‘ filament \
substrate
‘ | l ‘ gas out

Figure 1. 2 Picture and schematic of hot filameviDGeactor

Hot filament CVD (HFCVD) (as shown iRigure 1. 2) uses a metal coil, resistively
heated to around 2000~2500 K to activate the gaseplneactions. The feedstock
normally is methane/hydrogen mixture. HFCVD progidecheap and simple way to
make diamond. The filament works as a power soancecatalyst at the same time
to help dissociate the ;H The resulting H atoms then initiate most gas ehas
reactions with the hydrocarbon and finally leaddiamond deposition on the Si or
Mo substrate, which is heated separately by antrelelceater to 1000~1200 K.
Therefore, the properties of the filament are venportant for HFCVD. The
commonly used filament material is a kind of cheafticinert metal, e.g. tungsten or
tantalum. However, under the high temperature, il wevitably react with
carbon-containing species and gradually degrade,fiaally become more brittle
and resistive. This then will influence both themeo coupling efficiency and the
catalysis activity. Also, due to the presence @f filament in the reactor, the input
gas for HFCVD cannot contain oxidizing or corrosigases. Even so, the
contamination from the filament material is stilffidult to avoid. Thus, usually,
HFCVD-grown diamond has low quality and is suitatde mechanical, but not for
electronic applications. Besides those drawbacks, diamond growth rate by

HFCVD is also low.
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1.3.2 Arcjet plasma

dc power supply

I'I / cathode

anode

plume

Figure 1. 3 Picture and schematic of a DC arejattor

The DC arcjet is another commercial way to proddieenond. In the DC-arc jet, an
anode and a cathode are connected by a DC pow@lysupetween the two
electrodes a discharge region is formed. When gasds as an Ar/BCH, mixture
flow through this region, ionization occurs andea ¢f plasma is generated and
accelerated by a pressure drop towards the sufysimdere the diamond film is
deposited. The advantage of this technique isigl growth rate, which is usually
unobtainable by other methods. The maximum canrbev/br. ™ However, this
method cannot grow diamond over large areas amh agetal contamination (from

the cathode) tends to impair the diamond purity gurality.

1.3.3 Microwave plasma

Microwave (MW) plasma are now the most popular w@yproduce high quality
diamond film. The two most common types of MWCVDactwr are shown in
Figure 1. 4. In a microwave reactor, the Gnd H mixture is introduced. The
microwave power is coupled into the chamber throaghelectric window (such as
a quartz window). Firstly, electrons will pick umergy from the electromagnetic
field. Then, through their collisions, the energytiansferred to the heavy species,
making them dissociated, excited or ionized. Thetiva” species so produced then

react on the substrate surface and form the diarfilomd
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C.‘H4 " Hz antenna magnetron
(a) 141 (b) T
magnetron
plasma | 77770 === = CH,+H,
tuner ~ N
] | I | plasma T
— quartz
enbgtrs: I .
substrate quartz subgtrate window
1[I window 1|

Figure 1. 4 Schematic of Microwave reactor: (aRM type;™® (b) ASTEX type*”!

The advantage of this method is that there is actde or filament in the reactor.
this provides a clean environment for diamond ghowlso, the diamond growth
rate is relatively fast due to high input power d@inel immersion of the substrate into

the plasma. The main drawback is that such sysaeengsually expensive.

1.4. Diamond growth mechanism

The chemistry behind diamond CVD is very complidatk can be divided into

gas-phase chemistry and surface chemistry.

1.4.1 Gasphasechemistry

It is believed that hydrogen atoms usually playuial role in initiating the relevant
gas phase reaction$® ' For example, when astand CH mixture is introduced
into the reactor, His dissociated at the surface of the filamentyocdilisions. This
results in an H-abundant environment. Under higimat hydrogen concentration
and highTgas conditions, CH reacts with H through a series of abstractiontreas,
producing many radicals like GHCH,, CH and C. These can also react with one
another through “self-scavenging” reactions, praayi€C?2 species, like ££ls. Then,
following similar H abstraction reactions, speclde C,Hs, CH4, etc are also
formed. Among them, £H, is the thermodynamically favoured hydrocarbon sgec
at highTgs. Some of the species will act as precursors famdnd growth in the

following gas-solid surface interactions
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1.4.2 Surface Chemistry

The H atoms also play an important role in surfi@aetions: they can continuously
create and re-terminate (thereby preventing thenscuction to non-diamond forms)
the reactive surface sites necessary for the patjwagof the diamond lattice sites. H
atoms can also selectively etch any graphitfccspbon through so-callgiiscission

processes?” seeFigure 1. 5.

CH, CH,
' ~
H  CH, » H  CH, i H
G —> Gy —— Gy + CyHy
CH, CH, H_ M
Hn .-'CH: H . EHE B - scission %‘ ;
€ —> Gy — G+ CH

Figure 1. 5 Twd-scission processes to attack a surface-bondetiggthyp*”

H H
\ / H \C-—C'
L=CL — 5 NN

H CH; H CH:
—_— Cqy — Cq —_ Cq — Cyq
AR Y A Y
H H\C/H H_ _H
I, i H N /C\

C —_ "
P S 78 fcd

\

Figure 1. 6 The GDSB mechanism for methyl insartfd!

The currently accepted diamond growth mechanism lmanclassified into two
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groups: C1 and C2 mechanisms. For C1 mechanismgjdimally assumed growth
species is Ckldue to its abundance in the gas phase. In 199&is6m et al'*!
suggested a so-called GDSB mechanism, (shoviAngur e 1. 6) for methyl addition

to the (100) surface.

For C2 mechanism, Skokov, Weimer and Frenkl&hin 1994 suggested a
mechanism as shown ifrigure 1. 7 for the addition of acetylene to the

(100)-(2x1):1H surface.

H".
. H\C,c, H, H
H\ C. -C C"_H ﬂ \ B / . CJ‘H#H\C CF—C\ l'H
R N ATR SRS T AR S
H\CJH H\ JH
H ;
H 3 H ’ I hoH i
T S S W A s L S A L
Cd_fcq. C'{-_;Cd‘ ! d\. ! -d\ 4 / d\ p‘cdx / d\ ,'C'{ d‘
H, H H, H H{ H
S I (H:
i
C
H c}:. II\ 0 H\C;C\CJ
Cy- —» C3 C —>
fd\fd- f'{;d\ FARLS

Figure 1. 7 Mechanism of Skokov, Weimer and Fracilfor addition of acetylené?

1.5. Diamond doping &

As mentioned before, diamond is a wide band gapemahtwith many excellent
properties. If diamond can be used as a semicoodt@imake electronic and optic
devices, these combined properties will make iy \svantageous in many fields,
such as high temperature, high power and high spkssdronic devices. However,
the large band gap and high resistivity of puremgiad (without defects) make it

more of an insulator than a semiconductor. To sdhis issue, some donor or

.9.
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acceptor atoms have to be introduced as dopanisgddiamond growth. For
example, when diamond is doped by boron, the bapdaty room temperature (RT)
can be 370meV.

There are several methods for producing doped dcdmdigh pressure high
temperature (HPHT) method, CVD and ion implantatibhese techniques have
been used successfully to synthesize the p-typeddd@mond. However, synthesis
of high quality n-type diamond is still only posisitwithin a few lab$*? and hasn’t

been well solved. Different elements like N, P asl have been tried. However,
these dopant atoms readily form some complexesiamahds, leading to much
higher doped energy band-gap than expedt&dThis limits further application of

diamond in semiconductor devices.

1.6. Diagnostics

Using CVD techniques, diamond films can now be Isgsized with very good
quality, but challenges remain in this field. Faample, single crystalline diamond
synthesis is still quite challenging. Also, n-typ@ped diamond with good quality is
still quite difficult to achieve. These two are essal for future use of diamond in
electronic devices. In addition, from a commereialw point, it is of interest to ask
if diamond can be grown faster, more efficientipdawith higher quality. The
solutions of all these issues are strongly depanaiehow deeply we can understand
the diamond CVD processes. Thus, the diagnosticbdilhh gas phase and surface

chemistry) shall play important role in helpingaggen such a “black box”.

The early experiments show that the diamond grovate and film quality
(uniformity, morphology, texture, etc) are closetyated to the state of the gas phase
(ingredients, temperature, gas flow rate, etc).sTtoefore understanding diamond
growth, it is essential firstly to understand thaes gghase chemistry prevailing in the

reactor.

-10 -
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Since the focus of this thesis is the use of aowere plasma for diamond CVD, a

brief overview of the early diagnostics work inglfiield will be given below.

1.6.1 Neutral species

Optical emission spectroscopy (OES) may be the mpagtilar diagnostic tool used
to provide a qualitative insight into the speciessent in the plasma. As early as
1989, Inspektor et &% used OES to monitor£H, and H, emissions as a function
of hydrocarbon percentage in a bell-jar microwasactor at conditions of 1 kW
input power and 50 Torr total pressure. They fothel G Swan band head (516.5
nm) emission shows a linear dependence on hydrocartole fraction, whereas the
emissions from K(656.2 nm) and [1(486.1 nm) decreased in a polynomial fashion

as the hydrocarbon percentage in the system ireseas

Goyette et al*® also measured £LSwan band emissions in an Ag/8H, plasma
used in the deposition of nanocrystalline diamorttey compared the measuregl C
emission with the absolute,Qoncentration obtained by white-light absorption
spectroscopy. They found that the absoluteeission intensity correlated linearly
with the G density whilst varying several plasma parametedsaross two decades
of species concentration. Although optical emissitensities are generally not a
quantitative diagnostic for gas phase species carat®ns, their results confirmed
the reliability of the (0,0) Swan band for determmrelative G density with high
sensitivity. However, the conditions in their expegnt was a hydrogen-deficient
mixture (97% Ar:2% H:1% CH,) used for deposition of nanocyrstalline diamond,
which is quite different from the “normal” conditicof growing diamond film (<5%

CH,, ~95% H, i.e. the hydrogen concentration is much higher).

A special OES method, called actinometry, has bé&sn frequently used by many
people to determine the relative concentration @fugd state H atoms and the
hydrogen molecule dissociation fractiofs:?® However, these experiments only

demonstrated the validity of this method at pressudrelow 20 Torr. The reliability

-11-
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in the higher pressure conditions still needs toflm¢her investigated. A good
discussion about the validity of this method in tiamond CVD conditions has

been given by Gicquel et &

Accurate determination of species concentratioruireg use of some advanced
techniques such as laser spectroscopy. For exarbpleysing tuneable diode
absorption spectroscopy (TDLAS), Lombardi et3l measured the GHground
state in two different types of microwave plasmalarfar and bell jar). The chosen
absorption lines are Q(2,2) in planar reactor afitR(Q2) in the bell-jar reactor. Both
belong to they, fundamental band of GGHThe measured GHoncentrations were
compared with those obtained using UV absorpti@cspscopy and found to be in
gualitative agreement. Besides £ Hhese works also used TDLAS to measure
various stable hydrocarbon species like,C8H, and GHg as functions of the

so-called microwave power density (MWPD) and the, etcentage®?

In our group, Cheesman et used a quantum cascade laser (QCL) to measure the
absorption of Cland GH, as functions of different discharge parametersb(@a
flow rate, pressure etc) in both @Wr/H, and GH,/Ar/H, plasmas. The temporal

behaviour of these species was also studied.

Though very sensitive and accurate, laser specipgsenethods are sometimes
limited by the lack of suitable laser sources i tlecessary wavelength range for the
interested species. Mass spectrometry insteadpeaa good choice to solve this
problem. McMaster et al reported using a molecllaam mass spectrometer
(MBMS) to measure absolute species concentratioggr rthe substrate in a
microwave reactor at 20 Torr presstifé In their work, the effects of hydrocarbon
source (CH and GH,), hydrocarbon concentration, and substrate tertyoeran the
gas-phase species concentration distributions mlear substrate were studied.
However, their results show that over the rangeintdt carbon mole fractions
considered, the composition near the substrate im@spendent of the specific

-12 -
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source gas, indicating the very similar chemistehibhd these two plasmas. The
detailed reasons for this phenomenon will be opetoonsidered in this thesis, see
Chapter 4. The composition was also found to bensisive to substrate temperature.
Although the film growth rate was temperature dejes, this result shows that the
gaseous species distributions are governed byotteg €quilibrium of the gas phase
chemistry. In both CkHH, and GH,/H, plasmas, when the mole fraction of carbon
in the feed was less than 1%, Citas the dominant species near the substrate,
whereas gH, was dominant at input carbon mole fractions gretht@n 1%. Atomic

hydrogen was found to be relatively insensitivéh inlet carbon mole fraction.

A new mass spectrometry technique namedidn attachment mass spectrometry
has also been used to detect both radicals anie Sjadcies, and even the ions in the

gas phasé®® However, these results remain further verificatigrothers.

Besides diagnoses of the gas phase chemistry, sonks also relate the measured
plasma characters to the diamond growth rate amdpfioperties. For example, Han
et al % used OES to study the effect of argon and oxygéditians to the
microwave plasma. They found that small additionAofinto a CH/H, plasma
increases the diamond growth rate. The extra Artiaddcorresponds to maximize
growth rate depending on the ¢hhole fraction. Also, the surface morphology of
the diamond films changes from (100) square featareauliflower type. The
spectral linewidth of the diamond Raman featuredases and the graphite and
diamond peak ratiogllp, becomes higher. On the other hand, by using @Sy,
found that the measure@,@CH and H Balmer series emissions all increasei Aui
mole fraction. However, the increase in hydrocarkauical emissions is larger than
that of atomic hydrogen, and the relative contér@oadicals to CH radicals rapidly
increases with increasing argon concentration. Thag attribute the enhancement
of the growth rate to the increased hydrocarboicehdiensities and the decline of

the film quality to the increase obACH ratio.

-13-



1.6 Diagnostics Chapter 1

When oxygen is added into a @H, plasma, the growth rate is also observed to
pass through a maximum as the oxygen inlet mogifnaincreases. This increase is
reportedly due to surface activation by OH or OclBuactive radical sites are
presumably produced by H atom abstraction, and dberease in growth rate
observed when higher levels of oxygen are addethi@édeed gas comes from the
enhanced oxidation rate of solid carbon at the grgwdiamond surface and the
depletion of gas phase hydrocarbons in the plagreaa CO formation. The quality
of diamond film is found to increase as the oxygmmncentration increases,
regardless of the presence of Ar in the feed g&S €hows that the intensities of CH,
C, and H decrease but those of OH and CO increade iwidreasing oxygen
concentration. However, ;Gadical emission is seen to decrease far more ttingtn
from that of CH radicals. Thus, the improved filmadjty appears to correlate with

the decrease of thesCH ratio.=®

1.6.2 Temperatures

The microwave plasma used for diamond CVD is namtbgium, which means that

the electron temperature and the gas (heavy speermaperature are quite different.
However, all the reactions are driven by electranghermal chemistry. The reaction
rates are strongly dependent on these temperafithras, accurately measuring them

is essential.

Both OES and laser spectroscopy can be used stdbeds obtain the gas
temperature. For example, one can measure thdorahtemperature of the ;H
Fulcher (0-0) Q branch or measure the translatitaraperature of excited H atoms
from the Doppler linewidth of [Hemission. Besides that, one can also measure the

rotational temperature of,&” or CH radicals.

Using two-photon-allowed transition laser inducddofescence (TALIF) method
and OES (measure,HDoppler broadening), Gicquel et measured temperatures

of H atoms in their ground and excited H(n=3) sateespectively. They also
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measured rotational temperatures of molecular lgafroin its ground electronic
state with the method of coherent anti-Stokes Raspactroscopy (CARS). The gas
temperatures measured by these three methods aghe®ne another within the
respective uncertainties. The determined tempearataver their typical conditions

(power densities from 4.5 to 37 W/&nspan the range 1500-3200 K.

Lang et al*®lalso measured the gas temperature in the microvaa@ma by
different methods, i.e. the rotational temperatfrél, Fulcher (0-0) Q branch, the
Doppler broadened linewidth of the Rulcher (0-0) Q(1) line at 601.83 nm and the
translation temperature of H atoms determined frétp emission Doppler
broadening. In their experiments, one of the pre@asameters — pressure (50 to 100
mbar), microwave power (400 to 880 W) and ratiar@thane to hydrogen in the
feed (0 to 3.2%) -- was varied while the othersenlezpt constant (standard values:
80 mbar; 720 W for the pressure variation, 800 Witli@ methane variation; 1.2%
methane and 4% argon). The temperatures deterrhintee different methods show
similar trends, but the values of these temperatare quite different. Reasons for
this difference include: (1) rotational temperatwe H, from OES is prone to
underestimate the real gas temperature due to éhe high rotational relaxation
collision number of K (i.e. the average collision number for makingeagited H
quenched, the value is around 2 -2801Y): (2) the Hydrogen Balmer lines
possibly suffer some extra Stark effect introdudsd the strong average field
strength in the microwave (2.45 GHz) CVD reactdiud it is easy to overestimate
the real gas temperature. They conclude that th@pl@otemperature of Horovides
the most reliable estimate of the real gas temperatvhich under their standard

conditions is around 2000 K.

Unfortunately, there appears to be no literaturecdieing measurement of the
electron temperature in moderate pressure microvpdasmas used for diamond
CVD. However, several papef® “*%suggest that the intensity ratio between
different hydrogen Balmer lines could be an indicatf the electron temperature.

-15-
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1.6.3 Electron density and electric fields

The electron density in a microwave reactor usaddiamond CVD has been
measured by Grotjohn et al using a millimeter-wapen resonator techniqué’
Details of this technique can be found in theirgrafhe measured electron density
under their typical conditions is ~ #6m?. Also, it is worth mentioning that the
electron density in lICH, plasma is always higher than in a purepgthsma at the

same pressure.

The microwave electric field in a diamond CVD remchas been measured by
Hassouni et al*® In their experiments, a small coaxial probe waited through
the outer metal cavity wall so as to sample theowave electric fields a function
of both the z andp directions along the outer wall of the reactoreTieasured
electric field was found to change from 1000 to@®Jcm at different positions and

was consistent with their simulation results.

1.7. About thisthesis

Though many diagnostic studies have been repottede are still several good

reasons for us to carry out the work describetiimthesis:

(1) Due to the complexity of the microwave plasma usediamond CVD (many
species, many reactions, inhomogeneity, non-equitib betweenTe and Tgas
etc), a full understanding of such a plasma hdkrgit been achieved. Some
proposed mechanisms, for example, the intercororerbetween C1 and C2
species still need further evidence from experiment

(2) The microwave plasma diagnosed in most of theexastudies normally work at
relatively low pressure (below 100 Torr) and lowwao (below 1 kW)
conditions. However, the standard conditions ofravi@ve plasma used here are
150 Torr and 1.5 kW, which therefore correspondsiteh higher power density
conditions. The plasma under this condition hadeqdifferent features. For

example, high power density will lead to higher tasperature, much higher H
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atom concentrations and generation of more readtiy@drocarbon radicals,
which should be better for growing high qualityrdiand.

(3) Though several diagnoses of ZH, plasmas have been reported, only very few
[47-49] can be found that attempt to investigate the cheynibehind the
B,H¢/CH4/H, plasmas, which are becoming increasingly importanggrowing
p-type doped diamond. Such doped diamond has slieeeih demonstrated to

have big potential in biological and electronic kagadions.

This thesis has been organized as follows: In Gnahta brief introduction of gas
phase models established by a French gf$up’>¥ and by the Bristol-Moscow
group will be presented. Some important featurethefmicrowave plasma used in
diamond CVD will be given. Then in Chapter 3, dwethe fact that the major
diagnostic techniques used here are OES and lasetrgscopy, a quick introduction
of the important concepts and methods in spectmseall be given. In Chapter 4
experiments on using a QCL to investigate the des@ chemistry behind C1-C2
interconversion will be reported. Chapter 5 willscliss experimental results
obtained using spatially resolved CRDS to deteleicsed “hot” species like £ CH
and H(n=2). Experimental results about the unknaasorption discovered by
CRDS are also summarized. OES studies (includiegofishe actinometry method)
have been used to investigate the behaviour ofraegpecies as a function of
different discharge parameters and positions withien reactor. Results of these
studies are presented in Chapter 6. Chapter 7 teepoeliminary experimental
results using OES and CRDS to explore boron chemisB,Hg/CH4/H,/Ar plasma.

Finally, in Chapter 8, a short overview and peripeare provided.
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Chapter 2 Models of the moderate pressure microwave

plasmas used in diamond CVD

2.1. General

In a microwave activated plasma, the microwavenigpted to the vacuum chamber,
forming some electromagnetic modes which are deteanby the geometry of the
reactor. Electrons then pick up energy from thetedenagnetic field and are heated
by the so-called Ohmic heating mechani$th.Stochastic heating will not be
important due to the low sheath voltage at typiaglerating pressures.
Simultaneously, the electrons transfer their enetgyheavy species through
collisions, making the gas hot and also genera#ingt of energetic species e.g
excited states. The collisions between heavy spagadice lots of thermal chemistry,
which also results in the generation of many acspecies. Such species react on the

surface of the substrate, heating it and also hegidi film deposition on it.

It is not easy to model a moderate pressure micreygéasma used in diamond CVD.
Besides the mathematical difficulties associatedh wsolving strongly-coupled,
nonlinear equations, other problems are also ptesamely

1. Many species and reactions need to be considered.

2. Unlike the cold low-pressure plasma (where the tgagperature is so low that
most chemistry is driven by electrons) and the rnit@ratmospheric plasma
(where thermal equilibrium is reached between sdest and heavy species and
thus all the chemistry can be characterized by tengerature), both electron
driven chemistry and thermal chemistry occur withime plasma. These
chemistries are governed by quite different tenpeea. Thus the moderate
pressure plasma exhibits strong thermal non-eguhib and intermediate
behaviour.

3. There is strong spatial inhomogeneity present. dleetron and gas temperatures
have different spatial distributions. The chemistrgcurring in the different
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2.2 Results from the French model Chapter 2

regions of the reactor can thus be quite differdoe to these different
temperatures.

4. Accurate cross sections are not available for nodnlye important reactions.

Much pioneering work combining diagnostics with rathcig has been carried out
by Gicquel and colleagues at LIMHP, Universtiy Batiord *” and also by our
group[g] in cooperation with Mankelevich at Moscow Stateivdrsity in order to
clarify the major mechanisms in such MW plasmasduse diamond CVD. The
former have reported a self-consistent model bothure H and H/CH, plasmas.
Though their calculations are based on a cylindlyicymmetric bell-jar reactor and
different operating pressures, powers and gas fades from those used in Bristol,
their results are still quite insightful and ingttive. Moreover, their higher power
density condition, i.e. MWPR is equal to 30 Wi/cth is quite similar to the power
density in our plasmas at standard condition. Theze many of their results are
described here. We also note that the model predehy the Gicquel group
considers a pure #plasma and a C#H, plasma (without Ar), but, as shown in our
experiments, the addition of a small amount of As lonly a limited effect on the

plasma, see Chapters 5 - 7.

2.2. Resultsfrom the French modd
2.2.1. PureH;plasma

2.2.1.1. Microwave power coupling

The microwave field in a moderate pressurg gtasma has been calculated by
Hassouni et al based on a self-consistent two-csinanmodel.™ The calculated
spatial distribution (v¢ andz) of several discharge parameters at 25hPa (~ 9 To
and 600 W input power is shown kingure 2. 1. Since this condition corresponds to
a much lower MWPR, (~8.0 W/cni) condition than in our reactor where MWRD

is around 30 W/cr the calculated values for all quoted parametethis figure are
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Chapter 2 Models of the moderate pressure micropkagsna used in diamond CVD

expected to be lower than those in our reactor. él@w this figure is still useful as
it illustrates some general features of a microwaaztor for diamond CVD. From
Figure 2. 1 (a) and(b), it can be seen that both the absorbed power tgeansil the
electron temperature have peak values close tsuhstrate. Such a distribution is
due to the strong electric field in this regionasesult of the sharp edge of the
substrate. However, because of the long mean faéle the electron temperature
profile shows a good spatial homogeneity.

The Tyas distribution is also smooth but peaks further frhve substrate, reflecting
the role of conduction and diffusion in transpagtienergy from the point of
maximum power deposition. The electron densityrithigtion, however, emphasizes
the importance of transport (ambipolar diffusiB) in establishing the electron

density balance.

z{cm)

z{cm)

0
r(em) r(cm)

Figure 2. 1 Spatial distribution (~v@andz) of H, plasma at 25 hPa (~19 Torr) and 600 W. (a)
Absorbed microwave power density ~WFAib) Electron temperature ~K; (c) Electron density
(x10' cmi®) (d).Gas temperature ~K. (after Ref.)[5]

A further quasi-homogenous plasma (0 D) model e lproposed by Hassouni et
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al ® in order to describe the chemical kinetics andrgnéransfer in a moderate
pressure MW K plasma. In this model, the MWRpPis taken as a key parameter
determining the plasma characteristics. The caledldissipated power density as a
function of MWPL,, is shown inFigure 2. 2 (a). It is noted that vibrational

excitation (e-V) processes like

€ +H,(U) - € +H,(w) with (jlw-u|<6) (R2. 1)
and
e +H,(U) - € +H,(Y,0) (R2. 2)

account for most of the power dissipation. Espscial the high power density
conditions (MWPR,~30 W/cnf), such e-V processes consume more than 90% of
the input power. The gas temperature andvidrational temperature show similar
behaviour. Both increase with MWREncreasing as shown figure 2. 2 (b) and

both show reduced sensitivity to MWRRt high power densities.

10? 3600
Vibrational excitation (e-V processes) I 3400
-—l—'-"'-—-.-—'.
— oL @ , 3200 |
< 10 E Gas heating
§ ('e’=>"T-R’ transfer) 3000
- o 2800
Z 100k L g
S © 2600}
o L % :
g 4 ] | H, Electronic excitation] p ?g 2400 i
8_ 10 : | Electron impact dissociation L g 2200 I
o ' -
2 2l —8— T -model
10 n g
% >/ H-atom Electronic excitation I 00 ¢ I,-model
-atom Electronic itati .
: : 1600 B o T -experiment|
1 0-3 ! 1 i 1 1 1400 1 ] I 1 1 I
0 5 10 15 20 25 30 0O 5 10 15 20 25 30 35
MWPD, (W/cm?) MWPD, (W/cm®)

Figure 2. 2 (a) Main electron energy dissipatibarmels in the investigated Hlasmas and (b)
variation with MWPRQ, of the calculated gas temperature, theviration temperature
and the gas temperature measured using Doppleddmivey of H

(labelled theT-experiment). (After Ref. [3])
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2.2.1.2. lonization

The main ionization processes in pure plasma are shown iRigure 2. 3. The
dominant ion (more than 99%) at the investigatedigrodensities here issH not
H,". In fact, the H" density is very low and also decreases as MWRiRreases
because of the fast reaction rate R2.3 According to this model, most sH is
produced from reactioR2. 4. The contribution from reactidR2. 3 become less and

less important as MWPPRincreases

H2+H;—>H;+H (R3. 3
_ +
H(n—2—6)+H26H3+e. (R2. 4)
10 3 10’ _| o
E f| H(n=2-6) + H,=>H,"+ &
10” 3 1OU i- .___‘_.—.—“—w-.(h)
10" g
E S10"F
bl o
2 10°F ] i
@ : N2l
@ i = IU E . . .
© 8 2 F e +H, =>H"+2¢;
c 10°F o 2 2
o = . H +H,=>H,"+H
[ %’ 107 F
10 F o , .o
F r e +H(n) =>H +2e
i A
10°F 10t ‘\L-L .
F 1 A a
10° bbbt s Lttt [ . [P .

-5 Laaliiiis lasass 1
0 5 1015 202530 3 99 5 10 15 20 25 30 35
MWPD,, (W/cm?®) MWPD,, (W/cm®)
Figure 2. 3 Variations of the different chargeddps densities (left) and

relative rates of the different ionization chanr(eight) with MWPD,,. (After Ref. [3])
2.2.1.3. Electrons

The electron energy distribution function (EEDF)pwh in Figure 2. 4 (a) was
calculated by solving the electron Boltzmann eaqumtimaking a two-term
approximation® These EEDFs in Hplasma are clearly non-Maxwellian. Thus two
electron temperatures, i.€. andTe., can be defined to characterize the distribution

of low and high energy electrons separatéigure 2. 4 (b) shows that both of these
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electron temperatures decrease as MW Ricreases, while the electron density

exhibits a nearly linear increase with MWRD

10'

11

24000
10° [ ] 9x10
10"
pua 22000 f 10"
10° 20000 [1 ]
107 i I 17x10"
10° 18000 1 &
10 < . {ex10™ §
T 1o ® 16000 1 Z
2 0 3 - 15x10" 2
S o0 S 14000 ] g
o ; g 1 =
107 F | ——MWPD,, = 4.5 Wiem® | =Y 5 12000 14x10" S
11 av E = 4 5]
10 F|----MwPD, =9.0 Wicm® | N . ] " 2
o A MWPD,, = 15.0 Wiem’| oy 10000 Sx10” W
I S MWPD,, =22.0 Wem®[ . i ] "
;'g_‘i F oo MWPD,, = 30.0 Wiem?| 8000 =l
r F
107 , ' : v 6000 "
¢ 4 8 12 18 20 24 ¢ &5 10 15 20 25 30 351 x10
Electron energy (V) MWPDM W)

Figure 2. 4 (a) Calculated EEDFs for differenttisrge conditions and (b) variations of the

temperatures of the low-energy electrofs,{, high-energy electrons temperatufe_f) and the

electron densityr) with MWPD,,. (After Ref. [3])

2.2.1.4. H atom production

0,30 r 10° ;
—m— Model Q)
0,25 © Actinometry |[-0O--
[ o
[ 2
goz0f E 1o
8 S
= =
20,15 F 19
[FI Q
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Figure 2.5 (a) Variation of the calculated andasuged (by actinometry) H-atom mole
fraction with MWPL,, and (b) relative rates of the main dissociatioanttels
in the plasma. (After Ref. [3])
The hydrogen atom mole fraction figure 2. 5 (a) shows a fast increase as

MWPD,, increasesFigure 2. 5 (b) shows that, at low power density conditions, H
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dissociation is mainly through electron impact @sses, i.e.
e +H,(v=0-3) - e +2H (R2.5)

At higher power densities, the electron temperatitedrop which finally renders
R2.5 less efficient. On the other hand, the energysfianed from the electrons to
the H vibration mode can enhance both VWbrational and rotational temperatures.
Thus when the power density is high, raisifg and T, high enough, thermal
dissociation from K{v=14), for example

H,(u=14)+H, - 2H +H, (R2. 6)

will become predominant. Such an evolution in themthant H-dissociation

mechanism conversion is clearly showrigure 2. 5 (b).
2.2.1.5. The excited states

The excited states discussed here refer to therahecally excited states of
hydrogen molecules #1 and atoms H*. The bt is mainly generated through
electron impact excitation reactions and consumeddllisional quenching. As in
Figure 2. 6 shows, increasing MWRIleads to a decrease in the densities of most
of the excited states. This is because the eletemperature exhibits a decreasing

trend as MWPI, increases.

= 4.5 Wiem®

I MWPD,, = 45 Wiem®
= 9.0 Wicm® MWPD,, = 9.0 Wiem®
. = 15.0 Wrem® 10° A MWPD,, = 15.0 Wicm®
. = 22.0 Wiem® CIMWPD,, = 22.0 Wiem®
= 30.0 Wiem® \ [CZIMWPD,, = 30.0 Wiem®
N 10
L L
£ g
S <
> = 10
=
5 T
= o 10
10°
10° = = 10°
Rydberg number n=2 excited states of H,

Figure 2. 6 (@) Variations of the densities far flates of H corresponding to a given Rydberg
numbem and (b) the low-lyingn =2 excited state densities of H

as a function of MWPR. (After Ref. [3])
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Figure 2. 7 shows that excited hydrogen atoms, like H(n=2) &d=3), are
predominantly produced through the electron impaatitation of H (n=1). As
MWPD,, increases, the contribution from other processies ¢lectron impact

dissociative excitation or deexcitation from thghern levels becomes even less

important.
T 10 ; . ;
"+ Hn=1) = € + H(n=2 - A j
] o +Hon = e e oen ; I & + H(n=1) => &' + H(n=3) |
10° oo \- ; \ i
100:_ 'J _— »
2 [ :
2 H(n>2) => H(n=2) + hv @ b | & +H,=>e +H(1s) + H(n=3) | ‘
§ 107 Mg é 7 7
g | S ok /| Hin>3) => H(n=3) + hv
g- i S o & + H(n=2) => &' + H(n=3)
2 2
ﬁ I e +H,=> e + H(1s) + H{n=2) P\ &
P2 A SRR VORI SOV SO U B
i 102 =
I e + H(n>2) => & + H{n=2) | i
y
10.5 1 0-3 i | i ! 1 '
0 0 5 10 15 20 25 30
MWPD, (W/em?) MWPD, (W/cm?)

Figure 2. 7 (a) Relative rates of the differenh##) production channels and (b) Relative rates

of the different H(n=3) production channels. (Afif. [3])
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Figure 2. 8 Calculated population distributiongref H-atom excited states under different

MWPD,,. (After Ref. [3])
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Figure 2. 8 shows the excited H atom population under diffengower density
conditions. It is worth noticing that only poputatiin the excited states with n=2-4
roughly obeys a Boltzmann distribution. Excited togken atoms with n>4 suffer
more serious quenching and thus deplete much moieklg Based on these
calculations, it is concluded that only, lind H emissions are suitable for electron
temperature estimation by the line-ratio techniqonecontrast to b, the density of
excited H atoms with n=2-4 is predicted to increagh increasing MWPE, in spite

of the drop ofTe. The reason is that the dissociation degreeohtteases a lot as

MWPD,, becomes higher.

2.2.2. CH4/H, plasmal’

2.2.2.1. C1 species

When CH is added to a pure hydrogen plasma, due to thiesttaction reactions

CH, +H = CH, +H,, (R2.7)

lots of the C1 (i.e. containing only one carbonmateadicals can be produced. The
formed axial and radial profiles of C1 speciessirtewn inFigure 2. 9 andFigure 2.
10. It can be seen that, in the cool region outsideplasmaall, CH, is the most
abundant C1 species while in the hot region,; Qs the highest mole fraction
among all C1 species. Due to its abundance in ldmm@a, CH has been assumed, in
many papers, to be the main growth species espefmaldiamond deposition under

low temperature and low power conditions (e.g. HF(. %2
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Figure 2.9 Calculated axial profiles of C1 spsaie30 Werit in a mixture of Hand CH

(95:5). Thex axis is the axial position in cm. (After Ref. [7])
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Figure 2. 10 Calculated radial profiles of C1 seeat 30 Wen in a mixture of Hand CH

(95:5). Thex axis is the radial position in cm. (After Ref.)7]

2.2.2.2. C2 species

Figure 2. 11 andFigure 2. 12 show the calculated axial and radial distributiofs
C2 species. Acetylene is found to be the most aminklydrocarbon species in the
plasma. C2 species can be generated through selioles of C1 radicals stabilized

by a third body, then followed by a series of Hiedoxion reactions
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Mole fraction

Figure 2. 11 Calculated axial profiles of €§pecies at 30 Wcrhin a mixture of Hand CH

(95:5). Thex axis is the axial position in cm. (After Ref. [7])
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Figure 2. 12 Calculated radial profiles of €pecies at 30 Wcin a mixture of Hand CH

(95:5). Thex axis is the radial position in cm. (After Ref.)7]

2.2.2.3. lonization,

Profiles of hydrocarbon ion densities along boté #xial and radial directions are
shown inFigure 2. 13 andFigure 2. 14. The major ions in CHH, plasma are §,"
and GHs" due to electron impact ionization oy and by GH,— Hs" conversion.
However, outside the discharge region, the dominantis H due to its slow
radiative recombination rate while all other iof®H,", C;Hs" and H") suffer the

fast dissociative recombination and are rapidlysconed.
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Another result that needs to be highlighted ishthyh efficiency of the B — CH,
ion conversion, which ensures that even adding alsmount of CH will totally
change the dominant ions in the plasma. Lombardl ealculated that 1% methane

addition could lead to a two orders of magnitudepdn the H* densities!”

1 M ,' T v ! 3
e : i 3
DDDDPDPD‘DD&;;DP |>l>|> d ( ) ]
D 606888344, qgggo %o D e : a 4
[a-]=1a na
DggjuﬁDH+unlJ , 333500:;aBBﬁthubnooprpbbbm
ﬁ n Ge i
Q
oyt H ; ] eC H
H * : 273 +
§ v WWWWWWSZHE i Hf? Z 1;
’ oy
i 0000000 :vvv*?vv ; 2 A H‘ E
S~ gaaam%ﬂo OnoéH Vvvvq 2 CH,
Y S Bap D0 i Mg ] v CH
LO) s Ot "ot I B CIHHS'
Y . <
o aga vv 1 3‘
2 RO T NURR S + g C:H2
) : ’% v .
Substrate TN >
i i P
1 2 3 4 5

Figure 2. 13 Calculated axial profiles of hydrdmmar ions at 30 Wcii in a mixture of H and

CH, (95:5). Thex axis is the axial position in cm. (After Ref. [7])
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2.3. Brief introduction of Bristol-M oscow model

In contrast to the French (1D) model discussed a@pmvorder to trace the plasma
behaviour more accurately, a 2D model for f84#/H, plasma is established here
which involves 35 species and 300 reactions (listed\ppendix A). The model
comprises three blocks addressing (i) activationtltd reactive mixture (i.e.
electromagnetic fields and plasma parameters, palsorption and gas heating),
(i) gas-phase processes (heat and mass transfgslasma-chemical kinetics), and
(i) gas-surface processes at the substrate. Stypeal values of plasma
parameters obtained from this model are: E/N3#@% Van? (23 Td),Te ~ 1.2 eV
for the standard conditions (i.e 4.4%&Fb6Ar/88.6%H mixture at 150 Torr,
1.5kW input power), gas temperatufgs=3000 K and absorbed power densy
=30 W/cnt,

The absorbed power densi®} (W/cnT) as a function oE/N, gas temperatur@yas

and electron density was approximated as follows:

Q, = JE=elh, i, (N Eﬂ%)tE = ey, IN) ({54’ 0, Ea%) =c(R. () e
(Eq.2. 1)

Here,e, j and 4 are the electron charge, current density and ninghiespectively.
The value of coefficien€ was varied during calculations to provide an apison of
total input poweiPy, in given plasma volume (typically 1000-1500 W pércn? of

plasma volume).
Some preliminary results are shown hétigure 2. 15 displays the 2D distribution

of CH, and GH,. One can see CHoeaks in the cooler region whileH; is most

abundant around the plasma ball.
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Substrate
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Figure 2. 15 CH(left) and GH, (right) mole fractions for base MW reactor coratis: 150

Torr, 4.4%CH/7%Ar/H,, input power 1.5 kW.
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Figure 2. 16 Gas temperature angafnumber density distributions for base mw reacto
conditions: 150 Torr, 4.4%C#H %Ar/H,, input power 1.5 kW.
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Figure 2. 17 Axial distribution of species numbensities and gas temperature= for
standard MW reactor conditions: 150 Torr, 4.4%/QPbAr/H,, input power 1.5 kW.

TheTgasscale (in K) is shown on the right hand verticasa

The calculated axial density profiles of 26 impattapecies, together with the axial
distribution of the gas temperature are showrrigure 2. 17. It is noted that the
electron density decreases much faster than maghef species asincreases. The
behaviour of H(n=2) and H(n=3), however, followsittlof the electrons quite well,
consistent with previous discussions regarding dominance of electron impact

excitation in the formation of these species.
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Chapter 3 Important concepts and experimental methds

3.1. Atomic and molecular spectra

The details of an atomic or molecular spectrumudel (1) line position (i.e. the
wavelength of the spectral lines); (2) line intéy15(3) line shape and line width. In a
plasma environment, there are many factors thaldcoontribute to the measured
spectra. Carefully analysis of these spectral efline position, line intensity and
line width etc) can provide lots of information abahe underlying physics and
chemistry. Therefore, it is first necessary to usténd the origins of these spectral

parameters.

3.1.1. Quantum mechanics and the Schroédinger equation

The atom and molecule are one of the most impodamtepts in modern science. In
most cases, different atoms and molecules are deaied by different spectral
features. Though some spectral lines have beemwsséor many years, the real
understanding and interpretation of spectroscopy teawait until the early 20th
century and the birth of quantum mechanics. It xacdy the motivation of
understanding the Hydrogen Balmer lines that maaler Bnally give up the classic
radiation theory and replace it with the new quamassumptions, which finally led
to the revolution of quantum mechanics. Thus, masexaggeration to say that the
history of atomic and molecular spectroscopy isuaty the history of the
establishment and development of quantum mechanics.

Quantum mechanics seems an inherently “beautifigjdage” to describe atoms and
molecules. One of the most important “sentences”this language is the

Schrédinger equation, i.e.

(_h_DZ +Vj¢/: Ey (Eq.3.D

2m
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After giving the suitable potential functidhand the correct boundary conditions, in
principle, all the energy levels and wave functionof any atom or molecule
systems can be calculated. In practice, it is Vemg to do this because solving the
Schrédinger equation of an atom with many electransof a molecule including
many atoms, the electron-electron interaction balset considered, and this finally
leads to a “giant” strongly coupled set of nonlineguations. In order to treat such
systems, somab initio methods like Hartree-Fock methd,or methods based on
density functional theory (DFT¥' have to be used. Developments in the latter

method were recognized by the award of the NokezeRo Kohn and Pople in 1998.

3.1.2.Atomic spectra

3.1.2.1. Quantum numbers

It is found that only four quantum numbers are nmeglifor describing the wave
functions of all atoms? The principal quantum number which can take integral
values from 1 to infinity, governs the energy ammk of the orbitals. The orbital
guantum number;, which can only take the integral values from @b governs the

shape of the orbitals and also the electronic amgmlomentum. The magnetic
guantum numbem, which takes the values from O t§ governs the direction of an
orbital and the electrons’ behaviour in a magnééld. Finally, the spin quantum
number,s, which only has a value 1/2, governs the axiah gipigular momentum of
the electron. When given a principal quantum nunmbéhe total orbital number is

given by

DY = (A +)=n’ (Eq.3. 2)

n-1 | n-1
1=0 m=-1 1=0

Each electron can have two spin orientations amth eabital can accommodate a
pair of electrons; this number of orbitals can thakl 2? electrons.
These orbitals of atoms are labelledsap, d etc according td=0, 1, 2 etc. For

differentn quantum numbers, the orbital will be called:np, nd ...
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3.1.2.2. Angular momentum for single-electron atoms

When one electron is moving in its orbital arouhd tucleus, it will possess an

orbital angular momentum which can be written as

| = Ja+1 (Eq.3. 3)

Note | is a vector, which means its direction is as ingodras its magnitude. The

component ofl in thez direction can be written as

I, =m7 (Eq.3. 4)
Here,m can only take valudsl-1,...,0, ...,-(-1), .

On the other hand, the electron also has a spinl@ngiomentum, i.e.

4 =1s(s+1) (Eq.3. 5)

Finally, the total angular momentum is

il =)l +5=+i(i+D (Eq.3. 6)

and its component in thedirection is

j,=m;n (Eq.3. 7)
Here,

j=|=s|...|T+9], (Eq.3. 8)
e.

i=-y7.. 1 +y72. (EqSB.
And

m, =-m £1/2 (Eq.3. 10)

3.1.2.3. Angular momentum for many-electron atoms

When the atom has many electrons, the total angntanentum shall include the

contribution from all of them. There are two difat ways to sum the orbital and

-39 -



3.1 Atomic and molecular spectra Chapter 3

spin momentum of several electrons (i.e., two kirafs angular momentum
coupling).

One is called_-S coupling (i.e. Russell-Saunders coupling), whickams we first

sum the orbital contribution and spin contributicseparately to obtain the total
orbital and spin angular momenta, then add thergite the final total angular
momentum. Symbolically,-S coupling can be expressed as

dI=L, >s=S L+S=]. (Eq.3. 11)

This method is more suitable for small and mediuwree atoms, wherein
spin-orbital coupling is relatively weak.

The other is calleg-j coupling, which means we first sum the orbital apin
momenta of each electron separately, then sumnttieidual totals so obtained to
give the total angular momentum of the atom. Suploaedure can be expressed as

l+s =j, D ji=J. (Eq.3. 12)

This method is more appropriate for heavy atoms.
In Russell-Saunders coupling, when considering silnamation of two electrons’
orbital contributions or spin contributions, thejiéw the rule as below:

For orbital angular momentum

L=y L+, L=l +,,0,+H -1, ., [l -1 (Eq.3. 13)
and for spin angular momentum.
S=yS(S+D), S=s+s5, s+ 51, ..., [s-s)| (Eq.3. 14)

So the total angular momentum follows the rule
9[=y30+),J=L+S L+ S1,.., |L-9. (Eq.3. 15)

In j-j coupling, the summation of two electron’s totabalar momenta obeys the

rule
P[=V3@+D, 3= ji+jpir+io~L o |l (Eq-3. 16)
3.1.2.4. Term symbols

In order to describe the states of atoms, a termmbsy system is adopted.
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Specifically, the term symbol for an atomic stateré only consider the cases of
weak spin-orbital coupling) can be written as

Term symbol 511,

ForL=0, 1, 2, 3 ..., the corresponding symbols@re, D, F ....

Here, 5t+1 is called the spin multiplicity of the state. hS=0, J has only one
valuelL, such states are called singlet. Wigi, J can have three valuels+1, L,

L-1 and states witls=1 are thus called triplets. Similarly, depending different

2S+1 values, the atoms can have quartet, quiritet, e

3.1.2.5. Selection rules

Not all transitions between the upper and lowerrgndevels are allowed in
guantum mechanics. Such restriction arises asudt kifsthe selection rules. For the
single-electron atomic state, transitions are atidwnly if they fulfill the following

conditions:
Al =+1, Aj=0,+1. (Eq.3)17
For many-electron atoms, allowed transitions magsfy the selection rules

AS=0,AL=0,+1 (butAl =+1), AJ=0,21 (butd=0xJ'=0) (Eq.3.18)

3.1.2.6. Hydrogen atom spectrum

The hydrogen atom is the simplest atom with just electron and there is thus no
need to consider the repulsion between electrohs. Wave functions and energy
levels of H atom can be accurately calculated thinosolving the Schrédinger

equation Eq 3.1). The calculated energy is

4

me
———— Joules Eq.3)19
n 8h2£02 2 ( q )
or written as
mé' R
£ =TT (Eq.3. 20)

" 8’ n

in units of cn. & is the vacuum permittivity anll is known as Rydberg constant in
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memory of this Swedish physicist who first deviged formula to predict the H
atom spectrum.
Figure 3. 1 shows the calculated hydrogen atom energy lev@&sne famous

transitions, like | and H are also marked.

o0 r
A
3
"Hm H, “H?
: Balmer lines  13.6eV
LY, L% L%, Waget nm
(gmun{l state) Lyman lines
n=l —— v Y

Figure 3.1 Hydrogen atom energy levels and LyarzchBalmer emissions

Figure 3. 2 Fine structure of the Hydrogen Balalpha absorption

Due to the coupling of the orbital and spin angurementum, some of hydrogen
levels will split into several close levels whiclve rise to the fine structure in the
hydrogen atom spectrum. For example, for hydrogaimBra absorption, the two

involves the energy levels, n=2 and n=3, whichtspto 3 and 5 fine structure levels,
respectively. However, due to the selection rubedy seven transitions are allowed
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here as shown iRigure 3. 2 These are
’S,, - °P, (Al =+1,4) =0)

’S,, — °R, (Al =+1A =+1)

‘B, » *Sy, (A=-14 =0)

’B,, » ’D,, (Al=+14 =+1)

By, - ’Sy, (A =-14 =-1)

’R,, - °D,, (Al=+14 =0)

2I:)3/2 - 2D5/2 (Al =+1,4 =+1)

3.1.3. Molecular spectra

The molecule includes more than one atom. Thuaritrotate around a given axis.

The relative positions of the atoms in the mole@ale also change, which means the
molecule can also vibrate. Therefore, the spedtraatecules are more complicated.

Molecular spectra can be easily distinguished fepectra of atoms by the breadth
of their band features introduced by the effectsratation and vibration of

molecules.

3.1.3.1. The rotation of molecules

For simplicity, here, we consider diatomic molesul®y using the Schrodinger

equation, the rotational energy levels of a rigatamic molecule are given by

_ K
E, _ﬁ‘](‘]ﬂ) Joules, (E@RB)

whereJ=0,1,2,... is called the rotational quantum number

In most case<sq. 3.21is rewritten in the following form
£(J) :E,_f; = BJ(J+1) cmit (Eq.3. 22)

whereF(J) is called the spectral term value, @ds called the rotational constant

and given by
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h 1

B= cm-. Bg23
87°Ic (8923)

The selection rules for a pure rotational transitiequire

AJ=+1 and AM, =0,+1. (Eq.3. 24)
Thus, the allowed transition wave number is

V=F(J+1)- F(J)=2B(J+1). (Eq.3. 25)

SinceB normally is very small, the frequency of pure tiataal spectra falls into the
microwave range.

The spacing between two neighbouring lines is edqoal2B. So, to a first
approximation, all these rotational lines are eyaeperated in wave number.
However, the conclusion above is only valid foridignolecules. When centrifugal

distortion is considered, the allowed transitiorvevaumber will be modified
V=F(J+1)- F(J)=2B(J+1)- 4DJF (J+ 1J, (Eq.3. 26)
where D is centrifugal distortion constant. In the harnwomipproximation,D is

related to the vibration wave numheby

3
D =%. (Eq.3. 27)

Due to centrifugal distortion, the lines in a puatation spectrum will no longer

have an even spacing.

3.1.3.2. The vibration of molecules

When the vibrating molecule is treated as a sinmglenonic oscillator, by solving

the Schrddinger equation, the discrete vibratienargies can be obtained,
E, =(U+12)hw, Joules, ¢y=0,1,2...). (Eq.3. 28)

Herev is called the vibrational quantum number angis the classical oscillation

frequency
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1 |k
=— |[— Hz, Bg29
a 5 (Bg29)

whereyp is the reduced mass of the system. In wavenunties, £q.3.29is written

as
=— |[—,cm. (Eg3®)
The vibrational term values(v) are given by

T

G() = "
c (Eq.3. 31)

The selection rules require

Av=+1. (Eq.3. 32)
The allowed transition wave number is given by

V=GU+1)-GU) =&, (Eq.3. 33)
When anharmonic effects are considered, the vilmatiterm values become more

complicated,

G) =@ W+12)-ax w+1 2%, (Eq.3. 34)
where @, is an oscillation frequency in chandxe is the anharmonicity constant.
The relationship betweemy, and &, is given by

@ =afl-xu+12). (Eq.3. 35)
The selection rules also change to

AU=+1+2+3 ... (Eq3B)

butAv = %1 transitions generally dominate the infrarpdcrum of a molecule.
The molecules can rotate and vibrate at the same. ¥ithin Born-Oppenheimer
approximation, the coupling between rotation arfmration can be neglected and the

total energy of the rotation and vibration can beg by
E,, = Eat B (Eq3x¥)

Thus, for a diatomic molecule, the total term val8ean be given
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S(u, J)= K J)+ Qu)

Eq.3. 38
=B,J(J+1)- D, F(I+1 + @ u+Y2)-a, x 0+ 1 2f (£4:3-39)
The selection rule is given by
Av=+1+2+3.. AJ=%] (Eq.3. 39)

The line series withAJ=1 and AJ= -1 are referred to as P and R branches by
following the labelling customs in spectroscopg, i.
Lines arising froohJ= -2 -1 0 +1 +2
Called: O P Q R S lfan
Due to the selection rules, few diatomic rovibrasibspectra exhibit a Q branch.
The case for a polyatomic molecule is more comf@itaThere, the selection rules

allow transitions witi\J=0, thus their rovibrational spectra often show bar@nch.

3.1.3.3. The electronic states of molecul®s

For simplification, here, we use diatomic moleclidssan example in our discussion.
Unlike atoms, diatomic molecules have cylindricainsnetry, which means that the
orbital angular momenturh is no longer a conservative variable. Thus, thatalr
angular momentum number L is no longer a good quamumber. However, the
axial component of. along the internuclear axis is still conservatitheys a good
guantum numben still can be defined.

The total axial orbital momentur is given by

A= (Eq.3. 40)

Here, A&, is the axial orbital momentum of thth electron and its corresponding

quantum number ism (m can be positive and negative). Theman be given by
/\:\zmi\ B. 41)

According to the value oA (0, 1, 2, 3...), the electronic states of linear ecales

are denoted by, IT, A, @... of whichII, A, ®...are doubly degenerate.

Only for X states, depending on whether the molecular orlgtadymmetric or

- 46 -



Chapter 3 Important concepts and experimental methods

anti-symmetric with respect to reflection acrosg plane containing the internuclear
axis, the states are denotedXyr %",

In addition, if the diatomic molecule has two ideat nuclei (B, G, ...), subscripts
g and u must be added to distinguish electronictians that are “gerade” or
“ungerade” upon inversion through the center ofrtizdecule.

The spins of each electron has to be added to give the $pial

S=>5. (Eq.3. 42)

The corresponding quantum number S determines thiéipiicity (2S+1), as in
atoms.

Figure 3. 3 Vector diagram of the several angolamenta in a diatomic molecule.

The total angular momentum is given by

J=Q+R (Eq.3. 43)
Q is the component af on internuclear axis and is given by
Q=A+X (Eq.3. 44)

as shown irFigure 3. 3
The electric dipole selection rules for a diatomiclecule are given by

AN =0,+1 (Eq.3. 45)
AS=0 (Eq.3. 46)
AQ=0,+1

PREPRD D PR D M~ 1 (Eq.3. 47)
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gou g0, g<u (Eq.3. 48)
The electronic states of a diatomic molecule cawtigen as

Term symbol =*5"A* o~

goru

The ground states normally are marked>oyefore its term symbol. The higher
excited states with the same spin multiplicitylzes ground state are labelled AyB,
C etc. The higher excited states of a different spuitiplicity are marked by, b,c

etc.

3.1.4.Line intensity

The line intensity is determined by the producthsd population (in the upper level
for emission or in the lower level for absorpti@nd transition probability. Under
equilibrium conditions, the population in differerénergy levels obeys the
Boltzmann distribution. Therefore, the populatidnupper levelN; and lower level

N; satisfies the following equation

N. )
N ¢ KT

Here giand g; are the degeneracy of the lower and upper leVelsor j refer to

specific rotational leveld” and J,

gL:EELi}_ Eq.3. 50)
g 2J%+1
If i andj refer to two vibrational levels” and v’, then
9 - (Eq.3. 51)
gi
If i andj refer to two electronic states, then
(2S+1) ifA=0
gi(j) = . (Eq.3. 52)
2(2s+1) ifAZz0

The transition probability is closely related tee ttvave functions of the upper and

lower level, as detailed in the following subsetio
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3.1.4.1. Einstein coefficients

When a two-state system as shownFigure 3. 4 is subjected to radiation with
wavenumber vV, three processes will occur. They are spontanesmsssion,

absorption and stimulated emission.

Spontaneous

Ej emission J
T
ij “in i
e hi | ho
E; i
Absorption Stimulated

emission

Figure 3. 4 Absorption and emission processesdertvgtatesand;.

Such processes can be characterized by three Binstefficients as shown in
Figure 3. 4

The relationship among them is given by

A, =87hV'B (Eq.3. 53)
_9
”_ _El ” (Eq.3. 54)

The Einstein coefficients can also be related eowave functions of the upper and

lower states through the transition dipole monfnt
R'=(ilpli)= [y, *my dr (Eq.3. 55)
where n is the dipole moment operator and is given by

uzZqiri. (Eq.3. 56)

Thus the Einstein coefficients can be written as

_ 64 R

BNCCSEE o
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5T |RIT

i :W (Eq.B)5

3.1.4.2. Relationship between absorption coefficierandB;

Consider radiation of intensitlyy passing through an absorption cell of lenfth
cross-sectiors. The concentration of the absorbing materialfhandell isn and the
absorption cross sectias(v) is a function of the frequency of the inciderghii.

According to the Beer-Lambert Law,
=1 e (Eq.3. 59)

or

Inll— =-al. (Eqg.3. 60)
0
Here,a is the absorption coefficient in a unit distanod given by

a= j no (V) dv. (Bg61)

I(x) Lx+Ax)

&
v

Figure 3.5 Absorption in a cell of lendtAnd cross-sectio@
On the other hand, we can also calculateom Iy by using calculus methods. The
whole absorption cell can be divided into many $roalls with the constant length
AX, as shown itfFigure 3. 5 Thus,

| (x+0X) = 1(X) = -p(X) (B INA VOhw p( OBONA \OTh (Eq.3. 62)

(absorption) (stimulated esiog)

Here,p(x) is the radiation density and is given by
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P(X) —M Eq(3. 63)

N; and Nj are the populations in the lower and upper enkxggls, respectivelyAV
is the volume of each small cell and can be wriéten

AV = SIAX. (EqQ.3. 64)
Substitutingeq. 3.63and3.64into Eq. 3.62gives

|(x+Ax)—|(x)=—%[B [N SAx[hv+ '/é)[B [N, BAxChv. Eq.3. 65)
Thus
'(“AAX))("(X) '(X)h"(B B, N)). (Eq.3. 66)

If Ax - 0, thenEqg. 3.66will change into

da __| (X)hV(BIj ™N -8B ). (Eq.3. 67)

dx
Dividing both sides by(x) and then integratingfrom O tol, we get

n—=-——(BN-BN). (Eq.3. 68)

Use the relationship iBg. 3.54we get

I
In——— B;NI (Eq.3. 69)
IO ( g] NIJ
Comparingeq. 3.60andEg. 3.69we have
g N
a= J'na(v) dv-— B N( " N] (Eq.3. 70)
J

if N; <<N;, then
a :jna(v) dv:m/ B N. (Eq.3. 71)
g c

As we shall seekq. 3.71is very useful in converting measured absorptiotes the

species concentrations.
3.1.4.3. Symmetry and selection rules

As seen fronEq. 3.55 besides the wave functions, which can make ttegration
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J-z,l/j*pz//i dr zero, the transition probability will also be zafaransition dipole

moment operator is zero. Thus, a symmetric molewaifleout a permanent dipole
moment, e.g. &H,, CO,, won't show a pure rotational spectrum. On theeptiand,

for a vibrating molecule, the dipole moment camwloiten as

d 1(
":"e{d_l;l)”?!(d_;l)h”' (Eq.3. 72)

The transition moment now becomes
R, :pejwu.*wu.dx{%) o, xp,dx+... (Eq.3. 73)
dx J,

The first integration is zero becausgg, and ¢,. are orthogonal to each other. The

second integration is non-zero if
Av=+1. (Eq.3. 74)
Thus, the vibration spectra can occur when the mitdechanges its dipole moment

in its vibration motion.

3.1.4.4. Nuclear spin effect

The nuclear spin can also introduce a modulaticth@fine intensity. When nuclear

spin is included, the total wave function can besgiby
V=P Y Y.s (Ba7s)
where, ¢, ¢,, ¢, and ¢, are the electronic, vibrational, rotational andlear

spin wave functions, respectively.

For a diatomic or linear polyatomic molecule poss&sa center of symmetry, if the
nuclei have the nuclear spin quantum number+1/2, it is said to be a Fermi
particle and will obey Fermi-Dirac statistics. Fgrch a molecule, exchange of any

two identical nuclei which are equidistant from #enmetric center will result in a

change of sign ofy. In contrast, ifl=n, it is called a Boson and will obey

Bose-Einstein statistics. Exchange of two equivaterdiei in such molecules will
not change .
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Exchange of two equivalent nuclei will not change or ¢,. ¢, will change

sign only if J is an odd number. Thus, for a fermion molecufe, must be

symmetric wherJ is an odd number and must be antisymmetric whienan even
number in order to satisfy the overall Pauli regoient that the total wavefunction
shall be antisymmetric. The case for a boson mddasiexactly opposite.

In general, a homonuclear diatomic molecule h&asl(Zl+1) symmetric nuclear spin
wave functions and (21)l antisymmetric nuclear spin wave functions. The
population ratio of odd and evenlevels will thus exhibit an extra modulation (for

fermions the ratio isl¢1)/l and for bosons it iB(I1+1)) due to nuclear spin effect.

One good example is acetylengi{**C=""C-'H). Since I=0 for'’C, its case is
similar to that of H Because each H nucleus has spin 1=1/2, the paopulaf odd
and even J levels of,8, thus have statistical weights of 3 and 1 due éortirclear
spin effect. This reveals itself in the measured,efcample, rovibrational spectrum,

as a “strong-weak-strong-weak...” pattern.

3.1.4.5Franck-Condon principle

In the vibrational-electronic spectra, there isthro effect that will influence the
relative intensities of different vibrational line§he mechanism behind this
phenomenon is called the Franck-Condon principlereflects a fact that “an
electronic transition takes place so rapidly thatbmating molecule does not change
its internuclear distance during the transitidfi”.

The Franck-Condon principle can be illustratedrigure 3. 6 In Figure 3. 6 (a)the
upper and lower electronic states have the samiébegum internuclear distance. If
we assume the molecule is initially in the groutatesn”=0, then, according to the
Franck-Condon principle, the transition shall occlwertically” because the
internuclear distance does not change in this tshore”. So the most probable

transition is fromw”=0 to v'=0 (i.e. (0,0) transition) and (1,0), (2,0) ... teations
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will become less and less possible. Therefore,itteeihtensity distribution appears
as shown in the diagram in the bottom Ffyjure 3. 6 (a) However, if the
equilibrium internuclear distance of the upper laseslightly bigger than that of the
lower level, as shown ifigure 3. 6 (b) the Franck-Condon principle tells us that
the vertical transition from”=0 to v'=2 (i.e. (2,0) transition) is now the most
probable. The line intensity distribution in suclease will look like the diagram at

the bottom ofigure 3. 6 (b)

@ 4 ®)

-~ Energ}'

1,0}

Figure 3. 6 lllustration of the Franck-Condon pipte for (a) re= 1" e and (b) re>r” ¢

In fact, we can also treat the Franck-Condon ppiecdin the “language” of quantum
mechanics. As discussed before, the intensitywobmnic transition is proportional
to the square of the transition mome&at, which is given by

R, =[¢™, w" dr,. (Eq.3. 76)

Under the Born-Oppenheimer approximation,

Yo =404, (Eq.3.77)
Thus,
R, = [[w* ™, ny " drgr =g Ry" dr. (Eq.3. 78)
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wherer is the internuclear distance aRd s the electronic transition momegiven
by

R, =[¢™py" dr,. (Eq.3)79
In the Born-Oppenheimer approximation, the nucken de treated as stationary

compared with the fast movement of electrons. TheeeR. can be removed from

the integral iNEq.3. 76
R, = Rejz//'*uzp"udr . (Eq.3. 80)
The quantity ofjw'*uw"udr is called the vibrational overlap integral. Itiacg is

known as the Franck-Condon factor.

3.1.5. Line shape and Line width

In practice, any observed spectral line always &dmite line width. There are

several effects that will contribute to this broaite.

3.1.5.1. Natural line broadening

Each excited state has a certain life timehich is given by

r=—, (Eq.3. 81)

whereAy; is Einstein coefficient and is given Ey. 3.58

The Heisenberg uncertainty principle tells us

IAE=>7. (Eq.3. 82)

Thus, combining Eq. 3.82 and 3.83 , we have
3

Avz:——— Eq.3. 83
(47&,)3nc’ (Eq )

Such broadening is called natural broadening. & &d orentzian line shape. The
typical value for an excited electronic state iOMBiz, which usually is much

smaller than the broadening from other effects.
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3.1.5.2. Doppler broadening

An atom or molecule should only emit or absorb phetwith one certain frequency
if the natural line broadening is ignored. Howewshen an atom or molecule is
travelling with a velocityv, due to the Doppler effect, the observed photon

frequencyv, in such a system is related to the frequewicyh a stationary atom or

molecule by
U -1

v, =V, (11 —aj : (Eg83)
c

However, under thermal equilibrium conditions, thermal velocity of atoms or
molecules obeys a Maxwellian distribution and hapraad of values. This spread of
velocities will lead to a Gaussian shaped broadgmamed Doppler broadening.
The linewidth due to Doppler broadening is given by

1/2
AV:E(ZKT In 2) | (Eq.3)85
C m

It is worth mentioning that Doppler broadening is anportant method for
determining the temperature of atoms or moleceggecially for H atoms. However,

due to the relationship
AvO mY?, (Eq.3. 86)

Doppler broadening is not so important for the lye@oms or molecules unless the

temperature is extremely high.
3.1.5.3. Stark broadening

An external electric field can also introduce exbmadening to an atomic or
molecular line width through the Stark effect. Timear Stark effect causes only line
broadening while the quadratic effect can also teaal line shift. The line shape due
to Stark broadening is Lorentzian. Stark broadenisgimportant in plasma

spectroscopy because of the strong interactiongeeet the electric field and charge
particles in the plasma environment. The electronioor densities and the gas
temperature can be determined through careful measunt of Stark broadening
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line shapes. A good example of this involves usigétark broadening to determine

the electron densities in various plasnids.
3.1.5.4. Pressure broadening

Under high pressure conditions, collisions betwagyms and molecules become
very frequent. As a result, quenching processdssetlously reduce the life time of
the excited states. From the Heisenberg uncertaintgciple, we know this will
cause an increase in the atomic and molecular idiewThis broadening, called
Pressure broadening, is given by

Av=(2mr, )" (Ba87)

where 7o is the mean time between collisions. Like natuirsé broadening, the

pressure broadening also has a Lorentzian shape.

3.2. Laser

3.2.1 General principle

The word “laser” comes from the abbreviation of tigimplification by stimulated
emission of radiation. Generally, a laser compribese parts: pumping source, gain
medium and optical resonator. There are two necgssaditions to realize a laser:
population inversion and gain coefficigat>1. The former ensures a net output from
stimulated emission. The latter means that the egsomust be a cavity with a high

quality factorQ (i.e. low loss).
3.2.1.1. Population inversiof?’

Figure 3. 7shows a typical four-level laser system. As shawthis figure, due to the

fast decay rates of levels 2 and 4, very littleydafpon accumulates in them, thus
N,=0, N,=0. (Eq.3. 88)
The total population

No=> N=N+N, (Eq.3. 89)
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For simplicity, we assume the degeneracy of leveln8 2 are equal. The total
contribution for level 1 through level 4 to levek@n be combined into an effective

pumping raté\j,. Therefore, for level 3, we have
dN
d'[3 = Nle - I\%%z_ |\15V\£2+ I\LV\!
= Nle - N;A,—pcB( N- N). (Eq.3. 90)

UsingEq.3.88andEq. 3.89 and define

AN = N, - N,. (Eq.3. 91)

Eq.3.90can be rewritten as
dN,

e N,W, = (W, + A,+p cB)A N (Eq.3. 92)
Making steady state approximatiomNsftt =0, we have
W
AN =N P >0. (Eq.3. 93)

0
Wp + Asz +pC%2
Therefore, population inversion can be realized doch a four-level system as

shown inFigure 3. 7.
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r by A
1

Figure 3. 7 Diagram of a four-level laser system

3.2.1.2. Resonatol?!

For a resonator as shownhigure 3. § if we ignore all the other losses except the
transmission loss through the mirrors, the loophgai gain factor of the resonator

can be written as:
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G, ={*=GIRR. (Ecea)

Here,G, is the gain factor for the gain medium.
G, =expd) (Eq.3. 95)

whered is the length of the gain medium, aRdandR; are the reflectivities of the

mirrors.
High-reflector Qutput coupler
HR with Ry ~ 1 with Rs < 1
gain medium ]
- -~—1° T=1-R

= L -]
o J)°
siisireall s i

‘G, = amplifier gain ~

Figure 3. 8 Loop gain of a resonator

To get amplification of the stimulated emissiore thain factor of the resonator shall

be greater than 1, i.e.
e€“RR>1. Eq(3. 96)

So it requires

a>—Lin—t (Bq97)

2d RR~
For G, =1, it corresponds to the case of steady laser output

To fulfil the condition inEq. 3.97 requires thaR; andR; are close to 1 so that
In1/R R)) can be quite small. In another words, this meaas the quality factor

of the cavity

217

INn(RR)

must be high. Such a conclusion is consistent thighpreviously mentioned hig

Q= (B098)

requirement for a laser.
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The G, is actually a function of the laser frequency. Dai¢he existence of multiple

cavity modes, the out put laser in frequency spmes shown ifrigure 3. 9

i Gain profile

Laser output

Figure 3.9 Relationship between gain profile Esgr modes.

3.2.1.3. Q-switching™

A laser working in the pulsed mode will normallywegia laser pulse in the regime
0.1- 100 ps. However, sometimes even shorter |[aglees are required so that the
power concentration (the intensity) can be higl@ne technique often used to

achieve this is calle@-switching.

Using an electro-optical (EOQ-switch device as an example, the principle of
Q-switching can be described as follows, ségure 3. 10 An EO Q-switch device
usually includes a linear polarization filter (passelement) and an EO polarization
rotator (active element) such as Pockels cell ar Kell. When the high voltage (HV)
is applied to the Pockels cell, the polarizaticang of the light that passes through it
will be shifted by 45 degrees. Before the lighuras to the polarizer, because it has

passed through the Pockels cell twice, its poldonaplane has been rotated by 90
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degrees. Then the polarizer will not transmit tlghtliand the resonator cavity is
under a high loss condition (loW). At that moment, though the population
inversion has built up in the gain medium, becabBsen the resonator is <1, there is
no laser output. The energy is just stored in the geedium. Then, if the HV on the
Pockels cell is suddenly switched off (typicallytewitching time is less than 1ns),
the polarization plane of the light will revert its unshifted state and the polarizer
will then allow the light to pass through. Thus tlesonator is under a low loss
condition (highQ) with G_>1. All the lasing conditions are satisfied. Theslagulse
builds up very quickly, and concomitantly the stbenergy and amplifier gain are
severely depleted before the next pumping pulsemeghes them. The laser will
soon cease after reaching its maximum. Finallyaatgiaser pulse output (of typical

duration 5-50 ns) is produced.

Low Q (high loss) (a)

HV on . .
A Gain me dium

HYV off High Q (low loss) ®)

Laser pulse

A

—>

r N

Pockel’s Polarizer
cell

Figure 3. 10 An E@-switch laser system (a) Pockels cell is on, thaityufactor of cavity is

low; (b) Pockels cell is off, the quality factor cdvity is high.

3.2.1.4. Mode locking®

One challenging field today involves use of lagerexplore reaction dynamics. Fast
reactions normally happen in less than one picosb¢d0'?s). Thus an ultrashort

laser pulse (~100 fs) is needed. Such short lagksep can be achieved using a
technique called mode locking. With the help otlaiser technique, a new research

field called femto-chemistry was born. One of theiators in this field, Ahmed H.
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Zewail was awarded the chemistry Nobel Prize in9199

(a) random multi-mode lout :

Ip~ (n-Eg)2 —

Fs

- T, = (NAV poge)

- AT=1AV 40 = c.f2ngmL -

Figure 3. 11 Temporal characteristics of lasepoauintensity: (a) for a random multi-mode
CW laser; (b) for a mode-locked ultra-short puksset.®!
The principle of mode locking is illustrated Figure 3. 11, following the discussion
given in section 3.6 of the book written by Telégral.”® Consider a laser resonator
that oscillates in a large number of longitudinades. Normally, these modes have
no common phase correlation and the summationesetlwaves will appear in the
laser output in a form similar to that shown on thght in Figure 3. 11 (a) The

maximum instantaneous output intensity is given by

| OnEZ, (Bg99)

outmax

wheren is the number of the modes, daglis the electric field amplitude of each of
these modes (here they are assumed to be the same).

Now, if the phase of two consecutive modes onlyedif by a constant value, i.e.
their phases are locked, then the interferencedmithese modes will occur to give
a series of sharp peaks with a time interdakczs shown irFigure 3. 11 (b) The

maximum of laser pulse output is given by

O (nE,)? (Eq.3. 100)

Ioutmax
In practice, mode locking is realized by modulatitige resonator loss with a
frequency equal to/2L. The method of changing the resonator loss is aimul that

used inQ switching. A picosecond or femtosecond laser putse be generated by

this method.
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3.2.2 YAG laser!®
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Figure 3. 12 Energy level diagram of an Nd:"YAGdasystem

One of the most widely used solid state laserasNd:YAG laser. The name comes
from the materials used in this laser, which mea@sdymium atoms (Nd) being
implanted in an yttrium aluminium garnet crystabhysAls015). These implants, in

the form of triply ionized neodymium Nt ions, form the actual active laser

medium.

The principle of Nd-YAG laser is shown Kigure 3. 12 It is actually a four-level
system (see the energy levels marked by red colb®*Fs, energy levels of Nt

are populated using a Xe flash lamp (for pulseérlagperation) or a tungsten arc
lamp (for CW operation) to pump the ground-statesi {lg) with light of
wavelength 800-820 nm. THEs, energy levels and further higher levels thus serve
as level 4 in this system. The Ndons relax by exchanging phonons with the host
crystals from the pumped energy levels to the ufgsar level?Fs,, which serves as
level 3. Level'Fs;exhibits a long lifetime t ~ 230 ps, then radiateshe sub-states
of the lower lying energy levels 2, including thasfethe levels'l,s, and*l11.. The
main laser transition is the one between the leffe)s and“l11,, which gives the
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laser output at the wavelength of 1064 nm. The retwgn to their ground state from

the lower laser level 2 through non-irradiativeaxgltion.

The Nd:YAG laser radiation at 1064 nm can easilycbaverted by frequency
multiplication techniques (e.g. using nonlinearstays) to give second-harmonic
generation (SHG), third-harmonic generation (THGJ &ourth-harmonic generation
(FHG) waves, corresponding to the wavelength atrd582355 nm and 266 nm. The
first two are normally used in pumping the dye tas® cover the visible spectral
range. However, due to the conversion efficientye butput power will drop

dramatically.

3.2.3 Dye laser®”

Getting a laser that can be tuned continuously eviarge wave length range has
long been a dream of people who study spectrosddpy.development of the dye
laser, to some degree, fulfilled this fantasy. Rége however, some new tuneable
laser sources like Ti:sapphire laser, semicondutitimte laser and optical parametric
oscillation (OPO) have appeared as rivals, butatltstanding performance of dye

laser means that it is still one of the most imaetrtuneable lasers.

Just as its name suggests, dye lasers use orggesc(dsually in solutions) as its
active medium. Compared with other laser materthks,dyes in solutions have very
dense and broadened structures (energy bandsy tate a single energy level.
Thus a dye can be used for a much wider range oéleagths, which makes it very

suitable for tuneable lasers.

The principle of dye lasers is illustrated Figure 3. 13 As shown in this figure, a

dye laser can be considered as a four-level systemlowest vibrational state in the
S singlet band serves as level 1. The electronsisnstate can be pumped into any
of the electronically excited singlet states &, ..., which are summarily designated
as level 4. After excitation, due to collisions lwgolvent molecules, the excited dye

-64 -



Chapter 3 Important concepts and experimental methods

molecules quickly relax to the lowest vibratioralél in the $state which serves as
the upper laser level 3. Then the population inearss achieved between the lowest
level in § and the higher rovibronic levels ing Svhich are also summarily
designated as level 2. The system finally returnttiéoground vibrational level of,S

(level 1) through collision-induced relaxation whis similar to that in S

Singlet states
S, ——— Triplet states
T,
SZ p— ;
I
R S— E—
) A T,
= =
51 Z P B
g 4. & 2
% _:’Q : -]
< P
=i = =
Sy 0
=

Figure 3. 13 Energy level diagram of a dye laser
By using different dyes, a dye laser can easilyecdlie range from ultraviolet to

near infrared, seigure 3. 14

=] T = .
.:?T A *" /
= /,./”"’

DOTC+HITC

‘ 11 \V //75;’:” ﬁ

RHODAMINE
HHGDAIINE 810 Imoomne
,I OXAZINE

RELATIVE ENERGY QUTPUT

400 500 600 700 800 900 1000

Wavelength (nm)

Figure 3. 14 Spectral gain profiles of differegped illustrated in terms of the output power of

pulsed laser€!. Thex axis represents the wavelength in the unit of nm.
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3.2.4 Diode laser®”

Though the first laser diode was demonstrated dg asiin 1962 by Robert N. Hall
and his team at the General Electric research ¢&htieis only in the last few years
that the diode laser has developed remarkably andrbe one of the most important
devices in photonics. The diode laser has many aadgas, such as compactness,

fast scanning speed, very narrow linewidth andiredly low cost.

The principle of the diode laser is quite differ&om that of the conventional lasers,
which is shown irFigure 3. 15 It doesn’t make use of the transition betweengne
levels of individual atoms or molecules. In contraadiation that results from the
recombination of electrons and holes in the jumctegion (called “depletion layer”)
are used here to produce the laser. Thus, whereasotiventional laser is pumped
by another light source, the diode laser is dribgnan external electron current
source. When a forward bias is applied, both edastin the conduction band in the
n-region and holes in the valence band in the mpregre driven towards the
depletion layer and recombine there. As a reshlbtgns with energy equal to, or a
bit higher than, the band gap enekgyare released. Thus, the central wavelength of

a diode laser is mainly determined by the bandeyegy,Eg.
() (b)

Conduction E Conduction
F

/ hand 7 ———— band
hv| Ban_gap
Ep Valence

Valence

band band

Junctio
Junct

N type P type N type P type

Figure 3. 15 Principle of a semiconductor diod®fa(a) no forward bias;
(b) with forward bias.
An internal resonator formed by the two flat sueigof the crystal of the diode laser
is used to select a specific wavelength. Suchsanagor is called a Fabry-Perot

resonator. The length of the resonator cavity imierfced by the temperature, which
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can be controlled by the current that flows throtigdhdiode. Therefore, by applying
a linearly-increasing current, a diode laser cammadly be scanned 3-5 nm
corresponding to the secure operating temperatnfrés-45 °C. Using an external
resonator technique, the overall tuning range efdiode laser can be expanded to

20~60 nm.

3.2.5 Quantum cascade laser

As a novel semiconductor laser source, the quamtasoade laser (QCL) was first
invented and demonstrated in Bell laboratories9841"° Though not necessary in
principle, today most of the commercialized QCLg aesigned to work in the
mid-infrared region. Such a wavelength range isknas the “fingerprint” region of
many molecules and radicals. Because of its nawetiple, interesting features and
more important roles in the study of molecules aadicals, a relatively more

detailed introduction is presented here.

The QCL is based on a very different principle frimase bipolar (homojunction or
heterojunction) semiconductor laser diodes disaugs8ubsection 3.2.4where the
radiation comes from the recombination of electrang holes in the depletion layer.
The QCL uses only electrons and thus is called galexi laser. Also, unlike
conventional semiconductor lasers, in QCL, the agptiransitions occur between
electronic sub-bands (i.e. quantum well energylteweeFigure 3. 16 rather than
between the conduction and valence bands. The Q@i dhksentially is a laser of
multiple quantum wells and its wavelength is pnadly independent of the fixed
material properties. To illustrate these principtéessarly, several important concepts

related to a QCL are firstly explained.
3.2.5.1. Quantum well*”

A quantum well is a potential well that confinesea@ton movement in one
dimension while leaving the other two dimensioreefrif the well thickness is small
enough to be comparable with the electron’s de Brogavelength, a quantum
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confinement effect will occur, which leads to aiseiof discrete energy levels called

“energy subbands”.
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(a) wavefunctions (b) energies (c) density of states
Figure 3. 16 Characteristics of quantum wellswayefunctions; (b) energies;
(c) density of state§”!
When an electron is confined in a quantum welleitergy can be expressed as

h2
2nm*

hz
2m*

E=E 4o (K+K)= B+

K. (Eq.3. 101)

For an infinite square quantum well, the discretergy

E, :% n=12,-- (Eq.3. 102)
whered is the width of the quantum welly* is the effective mass of electrons.

Since there is no confinement alorgandy direction, k andky, (or k; given in
Eq.3.102 can take any values. Thisg 3.101represents a series of parabolic curves
with their minima at differenE,s. The wave function, energy and density of states o
electrons in a finite square quantum well are showigure 3. 16 (a), (b)and(c).

As can be seen, the density of statfg) shows a “hopping” increase with energy,
ie.

*

m
—-O(E- ), (Eq.3. 103)

0.(B)=.

where @ is a unit step function.

3.2.5.2. Superlattice and molecular beam epitdR®y

The quantum well discussed above actually is omdiaysical concept. To turn it into
real life, a structure called a superlattice is nfactured using a techniqgue named
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molecular beam epitaxy (MBE). A superlattice is aterial with periodically
alternating layers of several substances. For eb@grasuperlattice formed by AlAs
and GaAs is shown in the left &igure 3. 17 Such a structure is often used in
making QCLs. Due to the different band gap of th&se semiconductor materials,
the alternating structures lead to the formatiomaftiple quantum wells, as shown
in the right hand diagram &figure 3. 17 The superlattice possesses periodicity both
on the scale of each layer's crystal lattice antherscale of the alternating layers (or

multiple quantum wells). The latter can introducé&@xninibands and minigaps.

contact
o v

AIAS 1y Gads J Fads Gads s Fads 3

Gahs
AlAs
Gahs # 1-10 nm ‘
AlAs
Gahs
AlAs
Water

Figure 3. 17 Structure and energy band diagraamAdAs:GaAs superlattice

MBE, the method used to make superlattices, is ehnigue based on
ultra-high-vacuum (UHV, 18Pa) technology. This method can produce high quality
epitaxial structures with mono-atomic layer contrbhe typical configuration of a
MBE apparatus is shown in the left hand paneFiglre 3. 18 The different atom
sources (Al, Ga, As...) are mounted around the daéposichamber. Shutters
between these sources and the deposition chamd&oatrolled by a computer so
that the “on” and “off” time for different atom smes are accurately determined.
During operation, Reflection High Energy Electronfii€tion (RHEED) is often
used for monitoring the growth of the crystal lassyéFhe principle of RHEED can be
found in many textbooks. A typical RHEED signal dgridBE process is shown in

the right ofFigure 3. 18

-69 -



3.2 Laser Chapter 3

Intensity

Si :
RHEED gun Time

Figure 3. 18 Schematic of a common MBE reactdt) @nd a typical RHEED signal (right)

3.2.5.3. Principles of a QCF!

A QCL consists of a multiple-layer sandwich struetuof differently doped
semiconductor materials. Essentially, it is an asdgmmf many three-level quantum
well laser units. The detailed structure of one ismmghown in the left hand panel of

Figure 3. 19 It is composed of many quantum well structures.

"Minigap"
| ; . active
bR . region
e "Miniband i
> :I,\ ~ "Minigap"
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Figure 3. 19 Schematic of illustrating the prineipf a quantum cascade laser (QCL) based on
a multiple quantum-well structure. Top right: Sclagimrepresentation of the dispersion of the
n=1,2,3 states parallel to the layers. The bottbthese subbands correspond to energy levels

n=1,2 and 3 indicated in the left and the bottaghtrdiagram. Bottom right: schematic of

reduced conduction band energy diagrém.
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When an external electric voltage is applied, etexst are driven by the electric field
and inject from the left injector region into thetige region through the minibands.
Such minibands are the result of the periodicityhef multiple quantum wells in the
injector region and atiatentionally designed to be as high as the enkeggl 3, see

Figure 3. 19 Thus the electrons can quickly tunnel into thel&:

The active region design is based on an “anticrosissgbnal” scheme, where the
wavefunction of the excited state of the laserditzon (i.e. level 3) has a reduced
overlap with the lower state (level 2}¥ The spatial separation between the
wavefunctions is tailored so that it weakens thextebn-optical phonon scattering
processes, preventing a strong reduction of thel@imdiation. The radiation from

level 3 to level 2 corresponds to the laser traonsit

The energy separation between level 1 and 2 is atalibly designed to be
approximately equal to that of a longitudinal oati¢LO) phonon (e.g. 36 meV for
GaAs). Thus the population in level 2 can be effilie evacuated through the
electron-phonon interactions. As a result, the patmn inversion between level 2
and 3 is realized. The electrons quenched by thagisfrom level 2 to level 1 can
tunnel into the next active region through thedwaiing minibands. Such cascade
processes can then be repeated 20-100 times, gegesaphoton in each step as

shown in the right bottom dfigure 3. 19

The cascade effect makes it easy to achieve higlepowtput from a QCL even
when operated under CW mode. The output power o€k §perating continuously
atr room-temperature is normally a few milliwattsufficient for standard
spectroscopic applications. By using thermoelecfFi€) cooling, the output power
can be increased to hundreds of milliwatts. In &sif to achieve such output power
with a leadsalt diode laser requires use of thegegic cooling. In pulsed operation,
one can even achieve peak powers at the level tisvieom a QCL at room
temperature.
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3.3. Spectroscopy

3.3.1. Optical emission spectroscopy, Absorption spectrospy and

Laser spectroscopy

Spectroscopy is the study of the interaction betwaeliation and matter. It is very
important in providing both the qualitative and gti@tive analysis of materials.
Most spectroscopic methods can be divided into thasses: Optical emission
spectroscopy (OES), which measures the radiatiom ftarget materials, and
absorption spectroscopy (AS), which measures theWhen light is passed through

a substance.

OES is a passive method, sensitive to the upperitéexcstates involved in a

transition. In non-equilibrium plasma, the gas temapure is not so high, and
excitation processes are dominated by electron ¢ém@@ES thus is much more
sensitive to electron characteristice, (and Tc). Though difficult to give a

guantitative result, OES in some special cases, d&&nometry, can also give

gualitative information about species concentratlaterpretation of the OES results
is usually more difficult and depends strongly be specific objects studied. But
this method is easy to implement experimentallgnirthe measured intensity, the
OES can provide indirect information about specieacentration. Besides this
indirect information about species concentratiame katios can sometimes be used
to estimate the electron temperatuf&* In addition, the measured Doppler
linewidth of emission lines can be used to deteemime gas temperature. Stark

broadened linewidths can also be used to estirhateléctron density.

Absorption spectroscopy is an active method, sgresib the lower level in the
transition of interest. It is a good way to meastine concentration of some “dark
species” like ground states or metastable statgntiatively. In non equilibrium

plasma, the ground states of the active speciedargnated by thermal reactions,
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AS is thus a sensitive method to investigate thewhamistry. The explanation of
AS results is generally easier and more direct timthe case of OES. But the
experimental setup for AS is more complicated.

Laser spectroscopy is a special spectroscopic midtiat involves using a laser as
the light source. The unique features of lasersh @.sc monochromaticity, narrow
line width, high directionality, polarized, etc meakaser spectroscopy advantageous

in terms of in resolution and sensitivity.

3.3.2. Actinometry

Actinometry is an OES based method that allowsnmesion of the relative
concentration of species in their ground statess tethod was first introduced by
Coburn et al in 1980'4™® They measured the relative concentration of F atoyns
using one Ar line (750.4 nm) and one F line (7081). The principle of actinometry
is very simple, but the conditions required fonigédidity are very strict. Gicquel et al
[I'have given a very detailed discussion about thEthod and its validity as a means
of diagnosing plasmas. Here, following their distos, we make a brief

introduction.

The actinometry method involves consideration of eékeitation processes of two

species: the species to be determined, X, and dtieometer. If these excitation

processes meet the following requiremetits:

(1) the trace amount of actinometer does not pertielpkasma;

(2) both species are excited to their radiative exceé&tes mainly by a direct
electron impact process;

(3) the excitation cross sections for these two speuie® the same shape and a

similar threshold,

then the emission intensity ratio of these two mst, /1 ,, can be linked to their

concentration ratio by a very simple relationship

[X]/[ Actinometef= k )}/ L. (Eq.3. 104)
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Furthermore, if the quenching processes as walllagher processes for the loss of
these excited states are negligible, the coeffickknan be a constant. Thus, the

concentration of species X has a linear dependemdleat of the actinometer.

3.3.3.Tuneable diode laser absorption spectroscopy

Window Window Detector
I, Without absorber I, \
9
absorber
L, I \
- 9

d

Figure 3. 20 General configuration of tuneablalditaser spectroscopy (TDLAS)

The general principle of tuneable diode laser alisnrspectroscopy is shown in

Figure 3. 2Q According to the Beer-Lambert law,
| =1,exp(nod), (Eq1B5)

where |y is the detected transmission light intensity with@bsorber,l is the
transmission intensity with absorber presehts the effective absorption length of
the absorbeg is the absorption cross section.

Thus, the column density of the absorber is given by

D:nd:%InII—O. (Eq1B6)

3.3.4. Cavity ring-down spectroscopy

3.3.4.1. History

Cavity ring-down spectroscopy (CRDS) is a highlynstve multi-path laser
absorption technique. It was first developed in thie 1980s for the purpose of
measuring the ultra high reflectivity of the mirsorThen, in 1988, O’Keefe and
Deacon*” first demonstrated the application of CRDS asexspscopic technique,
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by measuring the very WeahlZ; - XE‘Z;J transition of oxygen molecules with

CRDS. After that, due to its impressive sensitivélyd flexibility for measuring
species under various environments, such as atrapspflames, plasma reactors,
solutions, solids and solid surfaces, CRDS has|dped quickly into a wide and

fruitful field. 828

The early CRDS studies involved using a pulsed toleekser source, e.g a dye
laser pumped by a YAG laser working in pulsed makes it is called pulsed-CRDS.
The advantage of pulsed-CRDS is that the mode nmatdhi this method is much
simplified due to the broad Fourier-limited linedths of the laser pulse (normally in
the range of several hundreds MHz to several GHzyomparison with the free
spectral range (FSR) of the longitudinal mode @& tlavity formed by two highly
reflective mirrors (about 150 MHz for a typical dgwof length 1m). However, like a
double-side sword, the broad line width of the lagsdse also limits the resolution of
pulsed-CRDS. In addition, the laser system usquulsed-CRDS is normally bulky
and expensive, and can not be scanned with agastils CW-CRDS, based on using
a single mode tuneable diode laser (SMTDL), canamree all of the drawbacks of
pulsed-CRDS. The CW- SMTDLs normally have a linewidthseveral hundreds
kHz to several MHz, which is much narrower than B8R of the cavity longitude
mode (but still much wider than the line width aich longitudinal mode of the high
finesse cavity, e.g., for a 1m cavity bounded bgrons with reflectivityR=0.999, the
linewidth of a longitudinal mode is ~50kHz). Thus aeomatching has to be
considered carefully. The first demonstration ofplging CW-CRDS to the
measurement of molecular absorption spectra wasrtesp by Engeln et af'®
However, a CW ring dye laser was used in that wadrke first cw-CRDS
demonstration using a SMTDL was given by Romaninalein 1997.%% Details
regarding the configuration of CW-CRDS can be foumdhese papers. Another
trend in the development of CRDS is the extensibth® usable wavelength range

from visible, ultraviolet, near infrared to the micfrared today with the help of
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QCLs.!®

Traditional CRDS is generally limited to relativeharrow wavelength scans. There
are limits imposed by the available laser sour€&DS mirrors and detectors. New
inventions in broad band CRDS technology aim tovesalhis problem. Some

interesting works in this field include: Prism CRBY and broadband CRDS based

on optical frequency comb™

Besides those mentioned above, several variatidn€CRDS are also being
developed in different groups. These include podion dependent CRDS
(PDCRDS) /! phase shift CRDS (PS-CRDS$Y!

All of the above merely serve to confirm one trutleday, CRDS is becoming an

even more and more active and exciting researtdl fie

3.3.4.2Principles of CRDS

absorber
F’ll;l::rd . - e— »| Detector
: R R
- d >
. : »
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Figure 3. 21 General configuration of CRDS angbitaciple

The principle of CRDS is very simple and can bestiated through a typical
pulsed-CRDS configuration as shownHRigure 3. 21 Using two highly reflective
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mirrors, the injected laser beam can be trapped waitidtravel back and forth
between these mirrors for thousands of times, ngakire absorption path length
much longer than the single path. The transmissitansity as a function of tintas

given by
I+ =1y expEt/r). . (Eq.3. 107)

Here 7 is the ring down time and an empty cavitgan be given by

7. = L = L .
° ¢inR 1-R’

for R=1 (Eq.3. 108)

In a cavity with absorbing specieg, is modified such that

r for R=1 (Eq.3. 109)

- c(1- R+ad)
Here, c is speed of light,R is the reflectivity of the mirrorsl. is the distance
between the two mirrorsl is the effective path length of the absorbing sseandu

is the absorption coefficient, which can be writéen
a=no, (Eq.3. 110)

wheren is the number density of absorbing species, ands its absorption cross
section. The differenc&k of the decay rates for the cases of (i) emptytgaand (ii)

absorbing medium present is given by

1 1_c(l-R+ad) c(1-R)_a@d_ nod
Ak==-—== - -Ze_nes Eq.3. 111
r o1, L L L L (3. 111)

which is proportional to the density of absorbingedes. Experimentally, the
transmission intensity is measured as the funaifamet and the decay rates were
then calculated for both cases (without and witkoahing species). Finally, the
absolute concentration and the absolute column densitiBs of the absorbing

species can be deduced udtty 3.112andEq. 3.113

L [Ak
n=——

, Eq(3. 112
od o )
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p= LBk Eq3. 113)
co

3.3.4.3. Cavity stability™*

(1) Gaussian beam
A Gaussian beam travelling in free space can beactexrized by a set of beam

parameters, sdégure 3. 22

Figure 3. 22 A Gaussian beam in free space

The spot size (the radius of the beam) is defined as the value at which the field
amplitude drop to & The minimum valuevy along the beam axis is known as the
beam waistWe define the origin of z axis at the beam walssuming the beam has

a spot sizevy and a wave front radius of curvatuRg at z=0, then the spot size at

different z positions is given by

2
W(2) = w 1+[£j . (Eq.34)1
z,
where
z, :% (Eq.3. 115)

is called the Rayleigh range ahds the wavelength. The beam width at Rayleigh
range is

W(*z)=/2w (Eq136)

The distance between tweg points is known as the confocal parameter or #yeid

of focus of the beam.
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(Eq.3. 117)

The wave front radius of curvature R(z) can be temitin terms of the Rayleigh

range:
2

R()= z+2 (Eq.3. 118)
V4

The beam divergence is defined by the angle betwleerasymptotic line oiv(2)

whenz>>z; and the central axis of the beam.

9= A

g (Eq.3. 119)
and
0=26. (Eq.3. 120)

(2) Cavity stability

M,.R,

Figure 3. 23 A Gaussian beam in a cavity

Now consider a Gaussian beam propagating withiopical cavity formed by two
highly reflective concave mirrors Mand M, which are separated by a distanhce
The radii of curvature of these two mirrors &geandR,. Thus the focal lengths of
these two mirrors arg/2 andR»/2. Assume the waist of the Gaussian beam zs@t

and that the two mirrors areat(which is negative irrigure 3. 23)andz. We have
z,-z=1L Eq.3. 121)

For a Gaussian beam Tk)Mmode in the cavity, the wave front radius of ctuva at
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7 andz; is equal to the two mirrors curvatu@sandR;, respectively. Thus we have

2
R(z)= z+2=- R (Eq.3.122)

z
R(2)= 4+§= R. (Eq.3. 123)

Two parameterg; andg, (called the resonatgy parameters) are defined as follows

g, =1—%, (Eq.3. 124)
L
g, =1—€. (Eq.3. 125)

CombiningEqgs 3.122to 3.126 the Rayleigh range of a trapped Gaussian beam can

be solved to yield

Zg — 9.9,(1-9,9) 12 (Eq.3. 126)

(9,+9,-20,0,)°

and the positions of two mirrors relative to theition of beam waist

__ 9,(1-9)
z = L, (Eq.3. 127)
0,+t09,— 2 09
_ 9,(-g,)
= L. (Eq.3. 128)
& g,+09,- 29192

FromE(q.3.116and3.126 the spot size at the waist position is given by

m\N(9+0,-200)

Then, usindg=q 3.114 the spot size at the ends of the cavity can berméned as

LA g
W= (Eq.3. 130)
74 g1(1_ 9192)

w= 9 (Eq.3. 131)

T gz(l_ 9 gz) ,
which yields real and finite solutions fag andw, provided

0<g,0,<1.
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In another words, only when the above inequalityuifilled, the cavity is stable.
Such cavity stability conditions are shown as thaded region irFigure 3. 24

Several important cavity configurations are alsaoked in this figure.

hemispherical
(0, 1) plane-parallel

[ /fl‘
:oncent;ic

confocal
{0, 0)
concave-convex
(2, 1/3)
Figure 3. 24 A cavity stability diagram. The shadegion represents the stable cavity.

3.3.4.4Mode and mode matching

The frequencies of the stable cavity modes carobed by applying standing wave

condition that the total round trip phase shift s an integer multiple ofi2i.e.

ﬂ—(n+ m+1)cos’\/g g = q7,q, m n=0, 1, 2... (Eq.3. 132)
c

Such determined resonance frequencies are as follow

-1
0s'\0,0, | ¢

c
V=V, =] g+ (nt m+1) . (Eq.3. 133)
T 2L

The g parameter represents the longitudinal mode numbedn, m represent the
transverse mode numbers. The frequency spacingebatwo adjacent longitude

modes

C
Av=— Eq.3. 134
oL (Eq )

iIs known as the free spectral range (FSR). Forvétycaf length 1m, the FSR is
around 150 MHz (0.005 ch). The laser pulse linewidth is normally several GH

(0.05-0.1 crif). So without any special attention, the laser @uign be easily
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coupled into the cavity.

For the transverse mode, if the cavity is perfeetigned, only the lowest order
transverse mode, TEdM is excited. This mode is cylindrical symmetric abthe
axis. However, if there is a small misalignmenthatihe mirrors, other higher order
transverse modes can also be excited in the caVltgse higher modes have
different cavity losses from TE§4 due to the different light path and different
diffraction losses. This will distort the ring dowdecay curve. The different
transverse modes can also mix with each other (nlmeking), leading to a
modulation of the output intensity. All these etfeconspire to limit the sensitivity
of CRDS.

Several methods for optimizing mode matching irspdtCRDS have been reported,
such as using a CCD camera to monitor the diffespattial mode patterns, (see
Figure 3. 25) or using a fast detector to monitor the transvensde beating?* 3*
31 Another simpler and more interesting method han lproposed by Lee et &°
where they inserted a pinhole aperture behind thie @RDS mirror and then
monitor an audio frequency oscillation in the fitteesidual. Such modulation
originates from the non-degenerate transverse rhedéng, sed-igure 3. 26 and

its frequency is sensitive to cavity alignment.

00 10 20 30
- s 1l e
- - " i
01 11 21 31
- -e 1l 2!!2
- - - - -t
- - " 111
02 12 22 33

Figure 3. 25 Intensity patterns of several loweofGEM,,, modes
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.40

| 30  g31

I 1 >
a . : -+

=}D

O | —

!!]nn,‘"m_.

1035 138 150 1845 219
b relative frequency (MHz)
Figure 3. 26 The spectral structure of the casigggnmodes as given for a stable, symmetric
two-mirror cavity withl = 1m andy = 4m: (a) when the transverse modes are degenéyate
when the transverse modes are non-degenerateaVitg €igenmodes are denoted by an index
set @, m, n) with q representing the node number of the longitudinaderand rf++n) the total
node number of the transverse mode. The spacaoagresponds to the modulation frequency;,

which is strongly dependent on the cavity alignment

3.3.4.5. Sensitivity

The sensitivity of CRDS is given by

ad,, = (1- R)(Ej (Eq.3. 135)
r

a is the absorption coefficientls is the effective absorption path lenggjs the
reflectivity of the mirrorst is the ring-down time, andr is the fluctuation of the
ring-down time. In our experiments, the mirrorsleefivity is >0.9997.At/t is
around 0.02~0.06, depending on the different nsraond the wavelengths at which

spectra are measured. Thus the detectable absoliptiois

(ad,;) ~3x10°- 1.8 10° (Eq.3. 136)
Since
ad, =nod, = Do (Eq.3. 137)

(n, D are species number density and column densityectisply), the detectable
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limit for the species number densities or columnsikes is not only determined by
detectable absorption limit but also influencedthg absorption cross section. For
example, the gv=0, J) column densities measured in our plasmaasrend 18
cm?, while the estimated H(n=2) column density is abdF cm?. However, due
to the large absorption cross section, the H(nd8pgotion line measured by CRDS

is still quite strong.
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Chapter 4 QCL study of the gas phase chemistry in
Ar/Hy/hydrocarbon plasmas in a microwave reactor used

for diamond CVD

4.1. Introduction

Ar/Hy/hydrocarbon gas mixtures are the most commonly used feed stock in diamond
chemical vapour deposition. The complex chemical processes occurring during CVD
provide a lot of interesting questions, challenging both our theoretical knowledge
and the experiment techniques. One such question is how the CiHx species (x < 4,
e.g. CH,, CHjs etc) and C; species (like CoH,, C, etc) interconvert between one
another. For example, how do CH4 and C;H; (the most stable C; and C; species)
interconvert? After more than 15 years of study, the important role of H atoms in
initiating reactions and producing radicals is now widely accepted. ®*! In the
traditional reaction scheme known today, for example, starting from CH,, a series of
H-abstraction reactions lead to generation of radicals like CHs, CH;, CH, and C
atoms as shown in Figure 4. 1 (following the arrows on the left hand side).
Self-reaction between the resulting CHy.; radicals can result in the production of
CoHy (y < 6) species.  The resulting CoHy species also react with H atoms, yielding
more species like C,Hs, CoHa, CoH2 and C;, etc (see Figure 4. 1). This scheme paves
the way for efficient conversion of CH4 to C;H,. However, the analogous gas-phase
processes for creating CiHx species from acetylene are less well established.
Nevertheless, both CH, and C;H, have been observed (e.g. by mass spectrometry [*)
in diamond growing plasmas, irrespective of whether methane or acetylene is used as
the carbon source gas. Thus, a mechanism must exist that converts acetylene to

methane efficiently!
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Figure 4. 1.
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Traditional reaction scheme for converting C,H, to C;Hy species in diamond CVD:

One possible path suggested to solve the above puzzle involves heterogeneous

chemistry, on the reactor walls or the growing diamond surface. ! The acetylene is

assumed to pyrolyze on such surfaces, and the resulting radicals form graphitic

carbon films on the walls or the diamond surface.

hydrogen atoms, yielding gas phase species like CHs. ©!

These films are then etched by

Another possible solution, proposed by Ashfold et al in 2001, ' invokes a sequence

of H-atom addition steps to C,H,, followed by C,Hy to C;1Hy dissociation (follow the

blue arrows in Figure 4. 2). Such reactions are unlikely at high gas temperatures, but

become favourable when the temperature is low and the hydrogen concentration is

high. @
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CH,
ey T
CH,

CH,

CH

&

Figure 4. 2. Proposed reaction scheme for converting C,H, to C;H, species in diamond CVD (2.
high [H] but lower T .

If the inter-conversion between C; and C, species is sufficiently fast, one would
expect not only that the equilibrium gas mixture but also the eventual plasma should
be relatively insensitive to the choice of hydrocarbon feedstock gas. This assumption
has been tested further in the following experiments by choosing different
hydrocarbon feedstock gases and by profiling several different species in the

different plasmas.

4.2. Experimental setup

The microwave reactor used here is purpose-designed. It is built by Element Six Ltd.
Figure 4. 3 gives one schematic of the experimental setup. The microwave power is
delivered along the rectangular waveguide. At the end of the waveguide it is
converted into the TMg; mode and coupled into the cylindrical chamber. The
chamber is divided into two parts by a centrally mounted quartz window. The bottom
one is vacuum-sealed, and the plasma is formed in this chamber. When growing

diamond, the pre-mixed CH4/Ar/H; source gas mixture is fed through two opposed
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inlets located at the top of the lower chamber. The microwave radiation partially
ionizes and dissociates the gas mixture, ‘active’ species are produced, some of which
react on the substrate (~3 cm in diameter) and lead finally to diamond film

deposition on the substrate.

The measurements described here involve using a quantum cascade laser (QCL) to
study behaviour of the “cold” (i.e. stable at low temperature) species CH, and C;H,.
We have previously reported preliminary experiments of this type, ' but now

describe a more extensive, detailed and spatially resolved study.

In the QCL experiment, a pulsed QC laser (developed by Cascade Technologies Ltd)
operating within the range 1274~1279 cm™ is used to measure rovibrational
transitions of CH, and C;H; molecules. These transitions correspond to excitation of
bending vibrational modes of these molecules. The QCL is cooled at -12°C to define
the center wavenumber. The frequency is chirped by use of a long current pulse (2 us)
and the complete wavelength resolved spectrum is then obtained in one pulse. The
QCL is said to be working in an intra-pulse mode. ¥ The time interval of two
pulses is 0.1 ms. The final spectrum is the average of 5000 wavelength scans. Thus
the interval of two consecutively obtained spectra is 0.5 s. The fast chirp of the QCL
allows time-resolved absorption measurements. The wavelength of the laser during
scanning is calibrated by sending the beam through a Ge Etalon (free spectral range
= 0.0481 cm™). To align the IR quantum cascade laser beam, a visible diode laser (6)
is used as a guide. The laser beam then passes through two diamond windows (2)
that bound the chamber. After that it is focused by a parabolic mirror (15) onto a fast
Mercury Cadmium Telluride (MCT) detector (3) (cooled by liquid nitrogen) and
finally is detected. All these optical components are mounted on a translatable bench
which allows the whole system to be moved up and down by ~3 cm. This design
allows us to measure the CH, and C;H, column absorptions as a function of height
above the substrate. In the following experiments, we first compare CH4/Ar/H;, and
CoHa/Ar/H; plasmas.
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For future reference, we define the discharge conditions of 150 torr total pressure,
1.5 kW input power, 40 sccm Ar, 25 sccm CH,4 (or 25 sccm carbon flow rate) and
500 sccm H; as the ‘standard’ condition, which corresponds to the best diamond
growth condition in this reactor. When investigating effects of Ar and/or
hydrocarbon flow rates, and variation away from the °‘standard’ conditions is

compensated by a corresponding adjustment in the H, flow rate so that the total flow

is always 565 sccm.

1.Laser beam 9. Reflection mirror

2. Diamond window 10. Dielectric

3. Fast MCT detector 11. Visible laser beam
4. Optic table 12. Infrared laser beam
5. Crank 13. Discharge chamber
6. Diode laser (visible) 14. plasma

7. Prism 15. Parabolic mirror
8. Quantum cascade -_F :
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Figure 4. 3. Schematic of the QCL experimental setup

4.3. Results and discussion

4.3.1 MFC reading calibration

Our first aim is to compare CH4/Ar/H, and C,;H,/Ar/H; plasmas under the same
carbon flow rate conditions. To do this, two prerequisites are needed: One is to check

the purity of the CH,4 and C,H, source gases, the other is to ensure that the mass flow
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controllers (MFCs) provide accurately metered flow rates for CH, and C;H,.

The purities of the CH4 and C,H; gases used in this work are quoted (by the supplier)
as 99.5% and 98.5%, respectively. In order to ascertain that the C;H; in @ CH4/Ar/H;
plasma or the CH,4 in a C;H2/Ar/H, plasma is not from impurities in the respective
feedstock hydrocarbons, some CH4 or C;H; gas was introduced into the chamber
without igniting the plasma, and the absorption spectra of CH, and C;H, were
measured by scanning the QC laser. The recorded spectra are shown in Figure 4.

4(a) and (b). The corresponding transitions for those spectral lines are listed in

details in Table 4. 1 and Table 4. 2. Only CH,4 absorptions are observed when using

CH,as the source gas, and only C,H, absorptions when using C,H,. However, when
the plasma is on, both CH,4 and C,H; absorption lines can be observed (see Figure 4.

4 (c) and (d)), no matter which input hydrocarbon gas is used. This result clearly
implies the existence of an efficient route for interconversion between CH4 and C;H,!
Note here, the C,H,* in Figure 4. 4 (c¢) and (d) is vibrationally excited C,H, (e.g

C,H(vs=1)). In the future, for convenience, we refer to it as “hot” acetylene and call

the ground state acetylene, marked as C,H, for convenience in Figure 4. 4 (c) and

(d), “cold” acetylene. The red color C,H>* line in Figure 4. 4 (c) and (d) in fact is

blended by two “hot” CH, lines (i.e. CH4 15F; 4 - 15F; 1 and 15F; 5 - 15F; 4).
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Figure 4. 4 Measured absorption spectra: (a) CH, input, without ignition of the plasma; (b)
C.H; input, without ignition of the plasma; (c) CH,4 input, with plasma on; (d) C,H, input, with
plasma on.
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Table 4.1 The wavenumber and transitions for the observed CH, absorption lines

Wavenumber (cm™) Vibrational transition Rotational transition

1277.47335 4" 4F5-5Fy, 1
1276.84431 4ot 4F;-5F, 1
1275.38678 4ot 4E-5E
1275.04168 4" 4F,-5F, 2
1275.94566 4ot 15F; 4 - 15F;

1275.94776 4,* 15F; 5 - 15F; 4

Table 4. 2 The wavenumber and transitions for the observed C,H, absorption lines

Wavenumber (cm™) Vibrational transition Rotational transition

1277.76105 40" 5 oM (Zy —Z4") P(22)
1276.79005 41°5 o' (Ig—TL) P(18.¢)
1275.95852 40" 5 1*(IT,—T1y) P(19,f)
1275.51215 4' 5 oM (Zy —Z4") P(23)
1275.37459 4,25 o' (IT,—T1y) P(23,e)

Under plasma-free conditions, the number densities of CHs or Cy;H, can be
calculated from the measured line-integrated absorbances of individual lines in
spectra such as those shown in Figure 4. 4 (a) and Figure 4. 4 (b); these are shown
as y in Figure 4. 5 and Figure 4. 6. To convert the measured line-integrated
absorbances (LIAs) of CH, and C,H; to their number densities, we assume the gas is
evenly distributed inside the chamber. The column length of line of sight | for the
absorption measurements is 19.0+0.3 c¢cm, the line strength data of CH, and C,H, can

be found from the HITRAN database. Then, by the following equation,

1,
New, ic,m, :S_J|1 (Eq.4.1)
ij

the number densities of CH4 and C,H; can be obtained. Note, here, I;;is the measured

line-integrated absorbance due to the transition of i—j, Sj is the corresponding line
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strength found from HITRAN with T=297 K (room temperature).
On the other hand, knowing the pressure and assuming Tg.s = 297 K, the CH,4 (and

CzH2) number densities can also be calculated from the ideal gas law.
N=_F (Eq.4. 2)

Such obtained number densities of CH, and C,H, are shown in Figure 4. 5 and
Figure 4. 6 as x. The relationship between the densities calculated by these two
methods should be y=x in the ideal case. In our measurements, the data follow a
straight line well with gradient close to 1. This result reveals the reading from the
MFC has an error less than 1% for the gas CH,4, while for C;H, the inaccuracy is
within 5%. The relative larger error in C;H; calibration is possibly because the C;H;

gas purity is not as high as CHa.

3. 00E+16

7. 00E+16 | o i)

—— linear fitting
6. 00E+16
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Figure 4.5 Calibration of the MFC reading by CH,4
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Figure 4.6 Calibration of the MFC reading by C,H,

4.3.2 Vertical profiles

The wavenumber range scanned allows monitoring of the population in selected
rotational levels within the ground vibrational state of CH, and C,H,. The detailed
energy level diagram for C;H; is shown in Figure 4. 7. The measured variations in
CH, and C;H; (i.e. CoH, (v=0)) LIAs for both CH4/Ar/H, and C,H,/Ar/H, plasmas
with increasing distance d from the substrate surface are shown in Figure 4. 8 (a)
and (b). These profiles appear rather flat compared with those for the C, and CH
radicals, and the excited H(n=2) atoms — see later (Figure 5. 22 in Chapter 5) —
where over a similar, or shorter, range of distances the column densities can change
by an order of magnitude. This indicates that most of the measured absorption due to
CH,; and C,H; is from molecules in the cold region, not in the plasma. This
conclusion is quite reasonable because (i) the absorbers are “cold” stable species and
the cold region spans a larger column length than the plasma, (ii) the total number
density is inversely related to temperature and (iii) the line strength for the probed
transitions decreases rapidly with increasing temperature (see Figure 4. 9).
Another point to note from these figures is that relatively more CH, is observed

when using a CH4/Ar/H; gas mixture, while more C,H; is measured in the case of the

-05-



4.3 Results and discussion Chapter 4

C,HJ/Ar/H, plasma. This can be explained as an excessive feedstock effect (the

feedstock gases are not fully processed).

E -
e :
fem!) 115, Lf*-wi
= vy + 2ug ‘5g
u ag 3\r4+ Vs o
* — —]
2500 | Moy 115,
31"5
z F vy + 2ug @’5
Ty ‘\\ | IJTS ¢n
M) = Y | T, Ix, +
\ , 3uy 117, Tg
\ 9
15001 8
=B 2us
Wy + Vs
1000 =
500 —
o a
a b g

Figure 4. 7 Energy diagram showing low vibrational energy levels of C,H, and the

corresponding transitions !

-06 -



Chapter 4

QCL study of the gas phase chemistry

i @
0.030- CHA input
0.025
—=—CH,
00204 —e—cH,
0.015
] W
0.005
0.000: T T T T T T T T T J
2 4 6 8 10 12 14 16 18 20
0.030- distance from the substrate (mm)
Il\
(3
0.025 “\( )
m
00204 —®—CH,
Csz
~ 00154
£ <
< o010 e 5
Py ° e —— <
§ [
3
& 0005 g
5 2
2 0.000 : : . . . . 5
] 10 11 12 13 14 15 é
T Power (kW) i
£ o030 © 3
= m
g - on, g
L 00254 —*—CH, =
< 2
< m €
2 0020 -— >
- e ) £
0015 _—
0.010-| L] —
e
0.0054
o
0.000 o«
1 2 3 4 5 6 7 8
C%
0.025- o, @
—e—CH, P
0.0204 /u
0.015 /u
0.010 " °
[
e
0.005 @ ®
0.000 T y u T T T T T T ]
70 80 9 100 110 120 130 140 150 160

Pressure (torr)

(b)

0.030+ C,H, input
—a—CH,
0.0254 CH,
0.0204
o0te bt:b::‘:u:::n:n:u
0.0104
0.0054
0.000 T T T T T T T T J
2 6 8 10 12 14 16 18 20
0,030+ distance from the substrate (mm)
@
0.0254 —=—CH,
Csz
0.0204
0.0154
L e
0.0104 $
0.0054
0.000 T T T T T T
1.0 11 12 13 14 15
0,030 ® Power (kW) —a—cH,
Csz
0.0254
0.020 e
0.0154 -
/ —
0.010 » e L]
0.005 1 e
0.000 o
0 1 2 3 4 5 6 7 8
C%
0.025
)
—a—CH,
0.0204 —e—CH,
0.0154
— 1
0010 _/ -
P—
e ———©
0.005 4
0.000 y y u T T T T T T 1
70 80 9 100 110 120 130 140 150 160

Pressure (torr)

Figure 4. 8. Comparisons between CH4/Ar/H, and C,H,/Ar/H, plasmas: (a) vertical (d) profiles

in CH4/Ar/H, plasma; (b) ) vertical (d) profiles in C,H,/Ar/H; plasma; (c) effect of varying

power in CH4/Ar/H; plasma; (d) effect of varying power in C,H,/Ar/H, plasma; (e) effect of

varying carbon flow rate in CH4/Ar/H, plasma; (f) effect of varying carbon flow rate in

C,HJ/Ar/H, plasma; (g) effect of varying pressure in CH4/Ar/H, plasma; (h) effect of varying

pressure in CoH,/Ar/H, plasma.

(a) and (b) are measured under standard conditions. For (c)-(h),

all of the discharge parameters are as for the “standard” conditions except for the variable shown

on the x-axis.
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Figure 4. 9. Temperature dependent line strengths of rovibrational transitions used to monitor

CHq4 and CyH,.
4.3.3 Power effect

In the case of the CH4/Ar/H, plasma, increasing the supplied microwave power, P,
results in a modest drop in CH4 LIA and a small increase in C,H, signal, see Figure
4.8 (c). In a CoH,/Ar/H; plasma, in contrast, neither the CH4 nor the C,H, LIA shows

any significant change upon increasing P, see Figure 4.8 (d).
4.3.4 Carbon flow rate effect

From Figure 4.8 (e) and (f), it can be seen that in both CH4/Ar/H; and C,H2/Ar/H;
plasmas, the CoH, LIA shows very similar trends with increasing carbon flow rate,
whereas the CH4 LIA shows a different behaviour. Notice that the CH, in the
C,Ha/Ar/H; plasma must come totally from reaction while, in the CH4/Ar/H; plasma,
some of the measured CH, signal is likely to be from unprocessed feedstock gas
(especially when the carbon flow rate is high) if the conversion of CH4 to C,H, is not
100% efficient. This likely explains the different behaviours observed at higher CH.
flow rates.

We can estimate the ‘excess’ CH,4 by subtracting the CH, LIA measured using the
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CoHa/Ar/H; plasma from that measured in the CH4/Ar/H; plasma (under the same
carbon flow rate conditions). The ‘excess’ CH4 so obtained shows a linear
dependence on CH, flow rate (see Figure 4. 10), and is essentially zero at low CH,4
flow rates (<5 sccm). This suggests that at low carbon flow rates, the
inter-conversion between CH, and C,H; is so efficient that almost all of the CH,4 and
C,H, measured at small d come from reactions. This efficient inter-conversion also
ensures that plasmas operating with CH4/Ar/H, and C,H./Ar/H, feedstock (and the
same carbon flow rate) are essentially equivalent; even the values of CH,4, and C;H;
absorbance measured for the two input gas mixtures are very similar under low

carbon flow rate conditions.

Sitike O excessive CH, in CH, plasma
0016 4 A excessive CH_in CH, plasma
£ —— linearfit
E 00144
3T
£CQ 00124
o o
E T 0.010 4
59
E 2 0.008
5
g 0.006 4
_E o
@ 0.004 4
c
=
0.002
0.000 4
T T T T T T T T 1
0 5 10 15 20 25 30 35 40 a5

carbon flow rate (scem)

Figure 4. 10. Deduced ‘excess’ CH, in CH4/Ar/H; plasma and ‘excess’ C,H, in CoH,/Ar/H,

plasma plotted as a function of carbon flow rate

In an analogous manner, we can estimate the ‘excess’ C,H, LIA as a function of
carbon flow rate when using a C,H,/Ar/H, plasma, by subtracting the measured
C;Hz LIA from a CH4/Ar/H; plasma from that found for the corresponding
CoHa/Ar/H; (same %C, see Figure 4. 10). The ‘excess’ C,H, derived in this way is
much smaller than the ‘excess’ CH, found when using a CH4/Ar/H; plasma. This
may suggest that in our reactor C,H,—>CH, conversion is more efficient than the
conversion of CHs — CyH,. The reaction schemes shown in Figure 4. 1 and

Figure 4. 2 suggest a possible explanation for such behaviour. According to these
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schemes, C,H, — CH,4 conversion is favoured in cool regions with sufficiently high
[H], whereas CH, — C3H, is favoured by conditions of both high Tgs and high [H].
The “cold’ volume in our reactor is much larger than the volume of the plasma ball.
So, simply on relative volume grounds, conversion from C,;H, to CH4 might be

expected to be the more efficient process.

4.3.5 Pressure effect

Figure 4.8 (g) and (h) show that the CH, and C,H, (v=0) LIA in both CH4/Ar/H; and
C,H./Ar/H, plasmas all increase upon increasing the total pressure, p. As shown in
the analysis of OES experiments (see Chapter 6), such behaviour is characteristic of
thermo-dominated chemistry. However, though the C,H, LIA shows quite similar
values and trends for both process gas mixtures, the CH4 LIA behaves differently.
As discussed above, this is because (when viewed along the whole column) CoH; —

CH4 conversion is more efficient than the reverse CH4s — C,H» conversion.

4.3.6 Low carbon flow rate

The absorption spectra of CHJ/Ar/H, and C;H2/Ar/H, plasmas using carbon flow
rates of 5 sccm are shown in Figure 4. 11 and Figure 4. 12, respectively. As
mentioned before, the inter-conversion between CH, and C,H; is so efficient at these
low carbon partial pressures that these two spectra are very similar. In both these
figures, the C;H,(v=0) absorption is too weak to be recognized. But the absorptions
due to the blended line, i.e. C;H; (vs=1) and CH, (v=0, J=15) are clearly shown.
Careful examination of another absorption line which is due to CyH»(v4=1) (not
shown in these spectra) suggests that the population of to C,Hy(vs=1) appears to
track the behaviour of the C;H2(v=0) level. This indicates that, under low carbon
flow rate conditions, the main contribution to the blended absorption observed here

is from hot CH,4 (v=0, J=15).
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Figure 4. 12.  Absorption spectrum in C,H,/Ar/H, plasma with 5 sccm carbon

flow rate (i.e. 2.5 sccm C,H,)

4.3.7 Temporal behaviour

The temporal resolution of the QCL opens another window through which we can

gain dynamical information about the plasma.

The variations in CH4, C,H,(v=0)

and the blended C;H; (vs=1) and CH, (v=0, J=15) absorptions with time after

introduction of CH,4 (or C;H,) into a pre-existing Ar/H, plasma are shown in Figure

4. 13 (for CH, addition) and Figure 4. 15 (for C,H, addition). The time-dependent

growth of the LIA of each of these species, and of C;H; (v4=1) line, as a function of
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time is shown in Figure 4. 14 (for CH, addition) and Figure 4. 16 (for C;H,
addition). Several interesting phenomena are observed.

In Figure 4. 13, we notice that the CH, absorption lines appear first. (For the
blended line, at this moment, the absorption is almost purely due to CH,4 (v=0, J=15)).
Then, as time progresses, the C,H, absorption line grows in and increases quickly.
This behaviour is more clearly shown in Figure 4. 14. It can be seen that CH,4
appears first and reaches its steady state column absorption value faster and earlier
than C;H,. The blended C;H, (vs=1) and CH, (v=0, J=15) absorptions shows an
intermediate temporal behaviour in comparison with CH, and C,H, (v=0), which
implies that the early absorption is mainly due to CH4 (v=0, J=15). But with time
going on, the C,H, (vs=1) makes a more significant contribution to this absorption
line. The C;H; (v4=1) absorption (not shown in the spectrum in Figure 4. 13 and
Figure 4. 15) exhibits a time dependence similar to that of ground state C,H,
showing itself not “contaminated” by any other CH, lines (see Figure 4. 14 and
Figure 4. 16). Consider the first few seconds after starting the CHs flow by
switching the appropriate MFC (att = 0). The gas is fed from the top of the reactor
and has to flow/diffuse down to the region of the plasma ball and the viewing
column. The carbon partial pressure in the viewing region will thus gradually rise
from zero (at t = 0) and, at early times, will be low — i.e. similar to the situation
prevailing at low carbon flow rates (recall Figure 4. 11 and Figure 4. 12). In the
present, time-dependent, studies, any carbon source gas introduced into the
pre-existing Ar/H, plasma first encounters a region of high [H] and moderate Tgss,
and the equilibria will shift towards CH4 (Figure 4. 2). Hence the early time
observation of CHs. The monitored gas must have reached the viewing column —
and thus the region of high Ty, associated with the plasma ball.  In this region, the
CH; <> C,H; equilibria will shift back towards C,H,. Given the relatively slow
turn over time of gas in the reactor (volume ~600 cm?®, gas flow rate ~565 sccm),
these C,H, products will diffuse away from the “‘hot’ region, and reach local thermal
equilibrium with the surrounding gas and be detected by the laser beam. Hence the
slower build up of the C;H,(v=0) absorption. That the time dependence of the
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absorption due to C,H,(v4=1) molecules mimics that of C,H,(v=0) molecules serves

to suggest a local thermal equilibrium (LTE) is valid here.
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Figure 4. 13. CH,, C,H; (v=0) and blended C,H; (vs=1) & CH, (v=0, J=15) absorption spectra
measured at different times t after CH, is introduced at the standard conditions of flow rate,

pressure and power.
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Figure 4.14. Build up of CHy, CoH, (V:O), C,yH» (V4:l) and blended C,yH» (V5:l) & CH,4 (V:O,
J=15) LIAs when CHy, is added to a pre-existing Ar/H, plasma as a function of time (standard

conditions are attained at long time).

The same phenomenon is observed when C;H, is used as the input hydrocarbon gas,

reflecting the efficiency of the C;H, — CH, conversion when the first CoH, enters
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the high [H], moderate Tg.s conditions prevailing at the top of the reactor.

These

observations provide further evidence for the complete conversion of C;H,to CH, at

early t.
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Figure 4. 15. CHy, C,H; (v=0) and blended C,H; (vs=1) & CH, (v=0, J=15) absorption

spectra measured at different times t after C,H, is introduced at the standard conditions of flow

rate, pressure and power
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4.3.8 Behaviour of other hydrocarbon feedstocks

Very similar trends in relative absorbance of CH,, C;H, and CH4(v=0, J=15) are
observed when using low carbon fractions of hydrocarbon source gases other than
CH, and C,H; — as illustrated for the cases of propane, CsHg (Figure 4. 17), butane,
C4Hio (Figure 4. 18), ethane, C,H4 (Figure 4. 19) and propyne (methyl acetylene),
CsH4 (Figure 4. 20). Only CH4 absorption can be seen at low carbon flow rates.
Similarly, time resolved absorption studies show that the CH, features always appear
first and reach their asymptotic levels at earlier t than does the C;H, absorption (see
Figure 4. 21 and Figure 4. 22). These observations imply that the chemistry
occurring in these plasmas is essentially the same as for CH4/Ar/H, and C,H2/Ar/H;
plasmas; in all cases, at low carbon mole fractions and/or at early t the input
feedstock hydrocarbon must be converted quantitatively to CH4 and the chemistry
then evolves as discussed above when CH4was used as the source hydrocarbon. The
studies with propyne reinforce this view. Prior to igniting the plasma, strong
absorptions from the 2ve band ! of CsH,can be observed (Figure 4. 23) but, once
the plasma is on, these absorptions totally disappear and only CH; and C;H;
absorption lines are seen.  Such observations serve to confirm the view that, at low
carbon flow rates (e.g. 5 sccm), the high [H] and moderate Tgss conditions prevailing

in the reactor suffice to convert all of the input hydrocarbon, (initially) to CHa.
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Figure 4. 17  Absorption spectrum in C3Hg/Ar/H, plasma, using a carbon flow rate of 5 sccm
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Figure 4. 18.  Absorption spectrum in C4H;0/Ar/H; plasma, using a carbon flow rate of 5 sccm
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Figure 4. 19. Absorption spectrum in C,H4/Ar/H, plasma, using a carbon flow rate of 5 sccm
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Figure 4. 20. Absorption spectrum in CsH4/Ar/H, plasma, using a carbon flow rate of 5 sccm
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Figure 4. 21.

Figure 4. 22.
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Figure 4. 23. C3H, absorption spectrum measured in a C3H4/Ar/H, gas mixture without ignition

of the plasma
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The measured CH, and C;H; absorptions when using CsHg/Ar/H,, CaHio/Ar/H,
CoH4/Ar/H; and CsH4/Ar/H, plasmas, together with those observed when using
CHa4/Ar/H; and C,H,/Ar/H; plasmas, are plotted on a common scale as a function of
carbon flow rate in Figure 4. 24. Evidently, these species behave very similarly in
all cases, apart from the excessive C,H; absorption in C,H2/Ar/H, plasma under high
carbon flow rates. CH, shows a similar ‘excess’ when using a CH4/Ar/H, plasma
and high carbon flow rates. As discussed before, this is attributable to the fact that

under high carbon flow rates some of the input C,H, (CH,) avoids processing.

0.030
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Figure 4. 24 CHy,, and C,H; LIAs as a function of carbon flow rate

for different hydrocarbon source gases.

4.4. Summary

By using the QCL, the column absorptions of CH, and C,H, are measured under
different discharge conditions in both CHJ/Ar/H; and C,Hy/Ar/H, plasmas. The
measured results show that an efficient inter-conversion between CH4 and C,H, must
be present in these plasmas. The observed phenomena can be explained well by
combining the effects of two reaction schemes prevailing in different regions of the
chamber at the same time. Specifically, when the Ar/H; plasma is ignited, lots of H
atoms are produced. They are not only abundant in the hot region (i.e. the plasma
glow region) but also have relatively high concentrations in the cooler region.

Therefore, when a small amount of hydrocarbon gas is fed into the chamber, firstly,
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in the cool region, due to the low temperature but high [H], the H addition reactions
will convert the input hydrocarbon into CHg, (the most stable C1 species). Then, the
processed hydrocarbon species diffuse into the hot region and are converted into
C,H; (the most stable C2 species) by H abstraction reactions because of the high
temperature and high [H] there.

When the C/H ratio is small, in the cool region, due to the high [H] and low
temperature, the C,H, product can not survive and will be rapidly converted into
CH,. That is why C,H; absorption is not observed at the earlier times after

hydrocarbon gas introduction, or when the carbon flow rate is low.

When the carbon flow rate is high, or if more and more hydrocarbon gas is fed into
the chamber at later time, many of the H atoms in the cool region will be consumed,
so the C;H; product now can survive in the cool region and be detected by the laser

beam.

Based on the picture discussed above, no matter what hydrocarbon gas is introduced
into the chamber, the favoured stable hydrocarbon in and around the plasma ball is
mainly C,H,. Thus one should expect the plasma chemistry to be largely insensitive
to the choice of hydrocarbon feedstock. To verify this, some hot (energetic) species
like C,, CH and H(n=2) which are only concentrated in the plasma ball shall be
measured and compared in both CH4/Ar/H, and C,H,/Ar/H; plasmas. Results of such
experiments will be reported in Chapter 5. It will be shown that under the same
carbon flow rate and the same discharge conditions, the C,, CH and H(n=2) profiles
of column densities measured in CH4/Ar/H;and CoH2/Ar/H, plasmas are essentially

the same. Such results provide strong support to the reaction schemes proposed here.
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Chapter 5 Cavity ring-down spectroscopy investigations

of the plasma chemistry

5.1. Introduction

As mentioned in Chapter 1, lots of radicals and excited states of atoms and
molecules are produced in the plasma used in microwave plasma enhanced diamond
CVD. These “active” species are highly reactive and energetic, and are thus likely to
have an important influence both on the gas phase chemistry and the subsequent
diamond film growth. Here, we focus on H(n=2) atoms, and C, and CH radicals,
both because they can be probed easily with contemporary dye lasers, and because of

their ubiquity in diamond CVD plasmas.

It is well known that the H atom plays several important roles in diamond CVD. For
example, it initiates most of the CVD gas phase chemistry, aiding the production of
active gas phase species (such as CHs, CH and C, etc) that may be responsible for
diamond growth. It also can continuously create and re-terminate (thereby
preventing the reconstruction to non-diamond forms) the reactive surface sites,
which are necessary for the propagation of the growing diamond surface. Finally, the
H atom also can preferentially etch graphitic carbon from the growing surface,
thereby improving the film quality. Theoretical models point to several ways of
producing hydrogen atoms. For example, the impact of high energy electrons with
H, can cause H, dissociation, producing two H atoms. Another way, termed
thermal dissociation, in fact involves a series of vibrational pumping collisions with
electrons followed by a final collision with heavy species to induce dissociation.
Ground state H, molecules can also dissociate as a result of collisions with energetic
heavy species (e.g. excited metastables and ions). One such example involves
collision between H, and Ar”, see R.5.1.

Excited (e.g. n>2) hydrogen atoms can also be produced through several different
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pathways. When relatively little Ar is present in the plasma, electron impact
excitation is usually the main production channel of excited H atoms. However, at

higher Ar mole fractions, the reactions

Art+H, —> ArH" + H (R5. 1)

ArH" +e—> Ar+H(n>2) (R5. 2)

will play a major role. 2

Many papers have suggested that CHy and C,Hx have different impact on the
characteristics of synthetic diamond. B *! C,H, easily forms sp® bonds, and thus tends
to produce some non-diamond components, while CHy prefers forming sp* bonds
and therefore contributes to diamond growth. ™ On some occasions, C has been

suggested as the main precursor for diamond growth. [/ Due to the equilibrium
CH+H < C+H,, the CH number densities are proportional to the local densities of

C atoms and thus CH densities may be a good indicator of the C densities. More
generally, the C,/CH emission intensity ratio has been chosen as an “indicative
parameter” for best growth conditions. When the ratio decreases, high quality
diamond is formed. [ ™ Routes to producing C, and CH radicals, starting from CH,
and/or C,H, molecules and a succession of H-shifting reactions were shown in

Figure 4.1 and 2 in Chapter 4.

5.2. Experimental

The experimental set-up used for these measurements is shown in Figure 5. 1. The
Ar/Hy/hydrocarbon (which is usually CH,) plasma is generated by 2.45GHz
microwave excitation. Pulsed cavity ring down spectroscopy (CRDS) is used to
determine the absolute column densities of C; (a, v=0) and CH (X, v=0) radicals, and
H(n=2) atoms. The dye laser is pumped by a Nd:YAG laser. The laser pulse is

several nano seconds in duration and the repetition rate is 10 Hz. The dyes used in
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measuring these three species are Coumarin 302, Exalite 428 and DCM. In pumping
the first two dyes, the YAG laser output is set at 355 nm. In pumping DCM, the 532
nm output is used. The three pairs of CRDS mirrors used in measuring these three
species are all from LayerTec GmbH. The reflectivity is normally higher than 0.999.
The movable bench allows profiling of the column densities of these species over a

vertical range of ~3 cm.  Absorption due to C; (a, v=0) radicals is probed via the

Co(d’m, «a’m,) transition. CH (X, v=0) radical absorption is measured via the

CH(A’A<—XII) transition while, for H(n=2) atoms, the Balmer o (n=3<-n=2)
absorption is used. Typical CRD spectra obtained for each species are shown in
Figures 5.2-5. In the following experiments, the probing laser beam was first fixed
at the position d ~9.8 mm above the substrate surface to study the behaviour of these
three species as a function of plasma discharge parameters (e.g. the input power, the
Ar flow rate, the CH, flow rate and the total pressure). Subsequently, the
z-dependence (see Figure 5. 1) of these species’ profiles was also measured under

different discharge conditions.

Z 1. Microwave guide 9. Substrate
2. Discharge chamber 10. Substrate holder
3. Gas inlets 11. Gas outlets
4. Mirror mounts and mirrors 12. Moving bench system
5. Lockers 13. Photo multiplier tube
Yy 6. Bellows 14. Belt
X 7. Quartz window 2 15. Crank
8. Plasma 16. Laser beam
3 713
5 — - 5
4 — 8 — 4
16 %EI:[ ﬂ ﬂ IIEE 13
up 6 A 0T
I 1% =11

12< Mq—r’gﬁq-

Figure 5. 1. Schematic of the experimental set-up for spatially resolved CRDS measurements
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5.3. Results and discussions

5.3.1. Typical absorption spectra of C,, CH and H(n=2)

A typical spectrum of the C, (d°m1, « a’I1,) transition is shown in Figure 5. 2. The

first three lines correspond to transitions between low J levels in the R branch. The
last two lines (in fact three lines because the last one is a doublet) correspond to
transitions between two high J levels in the P branch. The intensity ratio between the
low J lines and high J lines is sensitive to the rotational temperature of C, (a’I1,) (see
Figure 5. 3). Since collisions between the heavy species are very frequent at the high
pressures (p = 75 to 175 torr) used in these experiments, rotational-translational (R-T)
energy transfer processes are sufficiently efficient that these degrees of freedom are
expected to be in local thermodynamic equilibrium throughout most of the reactor.
Thus it is reasonable to equate the rotational temperature with the gas temperature.
As shown in Figure 5. 3, the gas temperature estimated by this method is around
3000 K under our typical discharge conditions in the experiments. Such values are
then be used in converting the measured spectral lines into the species column

densities.

550000 - P(38)&P(39)
experiment
—— fit with Gaussian function

500000 4 P(3
Rg G0
R(8) R(9)

450000 +

k(s

400000 4

350000 4 i Y o
A RS vy A T

300000

T E T E T y T E T y T E T
19432 19423 19424 18425 19426 19427 19428

wave number (cm’")

Figure 5. 2. Typical absorption spectrum of C, (a, v=0) radicals obtained by CRDS
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pellunic Exp ("standard" condition) P(38)8P(39) gggg E

600000 -
P(37) 4000K |,
550000 - R() R(9) R(10)

500000

450000 4

400000 4

k(s

350000

300000

250000
05

(‘n'y) Ausuaju) pazijewoN

200000

150000 4

100000 0.0

T : T : T y T : T : T : T :
18422 18423 19424 18425 19426 19427 19428 19429

wave number (cm’)

Figure 5. 3. Rotational temperature determination from a typical C, (d-a, 0,0) absorption
spectrum under standard conditions. Measured spectrum (top): P = 1.5 kW, p = 150 Torr, total
flow rate = 565 sccm comprising CHy4: 25 sccm; Ar: 40 sccm; H,: 500 scem, probing at d = 9.8
mm above the substrate. Simulated spectrum by Pgopher ©! (bottom): T, = 2000 (black), 3000

(red, fit best) and 4000 (green) K, Gaussian linewidth: 0.23 cm™(FWHM). Notice that the

intensity ratios of high J and low J lines are very sensitive to the gas temperature.
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Figure 5. 4. Typical absorption spectrum of CH (X ,v=0) radicals obtained by CRDS

However, in Figure 5. 4, all the measured lines of CH are associated with transitions

between low J levels. Therefore, their ratio is not as sensitive as the measured C,
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lines when used to estimate the temperature. The line in the middle looks wider

because actually it is a doublet.

The measured H, absorption can be fitted very well with a Gaussian function, see
Figure 5.5. The line width, which is mainly due to Doppler broadening, can also

provide information about the gas temperature.
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Figure 5.5. Typical absorption spectrum of H (n=2) atoms obtained by CRDS

5.3.2. Column density calculation

The column density of species can be worked out from the measured spectral lines.
For example, in order to calculate C; (a, v=0) column density, first, the integral over

laser wavenumber of the absorption coefficient, o, can be written as

2
A7 Gupper

Iad\T:gﬂC g

[C.(a,0=0)]A,p (Eq.5. 1)

lower

Here, o is the absorption coefficient, v is the wavenumber. A is the wavelength
of the measured spectral line. gupper and Qiower are the electronic degeneracies of the
upper (i.e. d state for C;) and lower (i.e. a state for C,) levels, respectively. Ag is the
Einstein A-coefficient for the (0,0) band of the C,(d-a) transition and p is the fraction
of the oscillator strength associated with the measured rotational line in the total (0,0)
band. p is temperature dependent and can be calculated through Pgopher simulations.

8 For convenience, we will refer to it as the Pgopher coefficient here.

- 116 -



Chapter 5 Cavity ring-down spectroscopy investigation of the plasma chemistry

The values of these parameters used in the calculation of C, column densities are

listed in Table 5. 1.

Table 5.1 Parameter values of C, and CH for their column density calculation

Parameters C, CH

transitions  d’Mg—a’ll, A*A—XTI

Jupper 6 4
glower 6 4
Ago 7.21x10%?  1.85x10°%™

On the other hand, in CRDS, the absorption coefficient is related to the ring-down
time via equation

LAk

(Eq.5. 2)
Cl

o

where c is light speed, L is the distance between two mirrors and is ~ 85 c¢cm in our
experiment, Ak is the difference of the ring down rate with and without absorber and

lers is effective length of the absorber.

Therefore,
8zL ¢ —8zL g,
De oo =[C,(R,0=0)] 1, = Stower [ ART = —2 = Zlower o (Eq5, 3)
caewe =[G Fa A*A,p @JupperI A2BGD Quper
Here,
Ay, = [ AkdV (Eq.5. 4)

is actually the area covered by the spectral line in the spectrum measured by CRDS.

Similarly, for CH(X, v=0), we have

8rL ower V2 8L ower
DCH(X,U:O) :[CH (X1U:0)]'Ieﬁ = gI—IAde = gl—

= Zow A (Eq5. 5)
/IZA\)Op gupper /IZA\)Op gupper P

The values of those parameters for CH are also shown in Table 5. 1.
For converting the measured H, absorption into the column density of H(n=2), the
following analysis is followed:

Firstly, we know that
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1L
dv==—/|Ak dv. Eq.5. 6
Ia 14 Cleﬁ-[ 14 (Eq.5. 6)

Secondly, there are 7 allowed transitions contributing to the Balmer-o. absorption

(see Figure 3.2), each having its own center frequency and absorption cross-section.

Therefore,

fadv=>Ngo, (Eq.5.7)
j.k

Here, j and k refer to the lower (n=2, 2Sy2, ?P1/» and ?Ps;2) and upper levels (n=3, %Sy,
?Pyjp and 2P, *Dap and “Dsyy) associated with these allowed transitions. N; is the
population in the lower level j. Since these lower energy levels (n=2, 2Sy,, 2Py, and
%Py,) are quite close to one another, the population in these n=2 levels is assumed to
be proportional to their degeneracy g;, i.e.
9,

gtotal —lower

N, =N N (Eq.5. 8)

H(n=2)

S
H (n=2) zgj
i

where g, e IS the sum of the degeneracy of the lower levels (n=2, *Sy;, %P1

and %Ps2) and is equal to 8, NH(n=2) is the total population in the n=2 levels.

Using Eqgs. 3.72, 3.54 and 3.55, Eq. 5.7 can be rewritten as

Ia dVZZNjO'jk:
J.k

9;  hvy g
K S Tk A (Eq.5. 9)
zk ne=2 gtotal lower c gj 87[h Akj
=T H(” 2 ZAkj)‘jkgk
ik

Comparing Eq.5.6 and Eq.5.9, finally the column density of H(n=2) can be given by
64rL

Doy =Nyl Akdv
H(n=2) H(n=2) ‘eff CZ Akj/ljkgk _[
(Eq.5. 10)
64rL _[ AKdT = 64rL A,
ZAkj/Ijkgk ZAkj/Ijkgk
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5.3.3. CH, flow rate effect

Figure 5.6 gives the trends of C, (a, v=0), CH (X, v=0) and H (n=2) column
densities measured at d ~9.8 mm (nearly the center of the plasma illuminating region)
as a function of CH, flow rate. The three species show quite different behaviors.
Whereas the C; (a, v=0) column densities exhibit a near-linear dependence on CH,4
flow rate, the CH (X, v=0) density appears to saturate at high CH, flows. This
suggests that the chemistry underpinning their production is somehow different,
though both are dominated by thermal chemistry. The ratio of the CH to C, column
densities is plotted as function of CH,4 flow rate in Figure 5.7; the ratio decreases
with increasing CH,. Some authors 4 have suggested that CH, radicals favour
formation of sp® bonds, whereas gas-surface reactions involving CiHy radicals
favour sp? bond formation. That being the case, increasing the C, to CH ratio in the
plasma would be expected to result in the formation of a greater proportion of

non-diamond structure.
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5.00E+012 Cle L)
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Figure 5.6. C, (a, v=0), CH (X, v=0) and H (n=2) column densities vs CH, flow rate, probed at d

~9.8 mm above the substrate.
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Figure 5.7. CH/C, column density ratio from Figure 5.6, plotted as a function of CH, flow rate

Figure 4.1 in Chapter 4 provides a possible explanation for the different behaviors of
CH and C; species as functions of CH, flow rate. The reaction scheme suggests that
C, derives from C,H,, via H abstraction reactions, whereas CH is more related to
CH,. Differences in the behavior of CH and C, may thus be a reflection of the
different trends in CH4 and C;H; in the “hot” region as the CH,4 flow rate increases.
However, as shown in Chapter 4, in the hot region, most CHy, is converted into C,H,,
thus C,H, has a roughly linear dependence on the CH,4 flow rate, which can not
explain the different behaviour of C, and CH shown in Figure 5.6. In order to find a
suitable explanation, a more detailed analysis is presented. The analysis follows that

given by Goodwin and Butler !,

In C1 chemistry, the CHy are governed by the equilibrium between the following
reactions:

(1) The hydrogen shift reactions
CH,+H < CH,  +H, (y=1-4) (R5. 3)
These reactions are fast in both the forward and reverse directions;
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(2) The pressure dependent recombination reactions

CH,,+H+M —->CH +M (R5. 4)

These reactions can be neglected in the hot regions (but not in the cooler periphery).

Therefore, in the plasma (“hot” region), we have

[CH,, |[H,]

==K (T) (y=1-4) (Eq.5. 11)

[CH, JH]
Here, K, (T) is the equilibrium constant of the yth hydrogen shift reaction.

Applying this equation for different ys, one obtains

[CH, ] _(H1)7 ¢
[CH4]—([H2]] [TKM (Eq.5. 12)

j=y+1

For CH, we have

[CH] _(IHI )}
CARICN l;!K,-(T) (Eq.5. 13)

which shows that the concentration of CH must be very sensitive to the atomic
hydrogen concentration.

As shown in many works, CH,4 addition normally will lead to the reduction of H
atoms, Also, here, notice in Figure 5.6, the measured excited states H(n=2) also
decrease as CH, increases. So we use this conclusion and assume

[H]ec[CH, T, y>0 (Eq.5. 14)

Then, using this relationship in EqQ.5.13 we have,
[CH]ec[CH, T~ (Eq.5. 15)

If 0<y<1/3, i.e. if 0<1-3y<1, the CH concentration will exhibit a behaviour as shown
in Figure 5.6.

In C2 chemistry, we can obtain a similar formula, i.e.
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[CZHy]_ [H] 22
[Csz]_[[Hz]] jl__yLK"m (Eq.5. 16)

For C; species,

[C.] ([H] g
ch,] \n,) LM (Eq.5. 17)

Then, assuming [H]«<[CH,]” as in EQ.5.14 and considering the relationship

between C,H, and CH4 flow rate shown in Figure 4.8(e), i.e. [C,H,]<[CH,]*, ais

very close to 1, thus we have
[C,]c[CH, T (Eq.5. 18)

Assuming 0<y<1/3 , then 4/3<1+a-2y<2, so 1-3y<l+a-2y. Thus C, shows a faster
increase than CH as the CH, flow rate increases. The essential reason for this

difference is that CH is more sensitive to the atomic hydrogen concentration.

The H (n=2) absorption shows a strikingly different trend from C, and CH with
increasing CHa; addition of <1% mole fraction of CH,4 to the plasma leads to a 3x
enhancement of the H(n=2) column density. Gicquel et al "® have reported a
similar phenomenon when measuring the optical emission spectrum of Ar. These
authors attributed the observation to an enhancement of the electron density when
CHjy is introduced to the plasma. A similar trend could arise as a result of a change
in electron temperature, but these authors argued against such an explanation
because they observed little change in the H,, Hg and H, intensity ratios. However,
this explanation still feels incomplete. How could such a small amount of CH, lead
to a big change of electron density? Inspecting the electron impact ionization cross
sections of CH; and H; (shown in Figure 5.8) we see that the maximum
cross-section for CHy is only ~4x larger than that for H, and the ionization threshold
energy of CH, (14.25 eV) is only 1.2 eV lower than that of H, (15.43 eV)[?2. If the

key electron forming processes within the plasma were simply electron impact
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ionization of H, and CHy, it is very hard to understand how the addition of 1% CH,4
could cause a 2-fold increase in electron density (which means 1 mole CH,
corresponds to 100 mole H; in its contribution to ionization)!  Also, it may be not
very legitimate to assume that CH, addition has no effect on the electron temperature
simply on the basis of H Balmer line intensity ratios. In the OES studies reported
later, we observe no obvious change in the H,to Hg line ratio upon reducing the total
pressure from 175 to 75 Torr, yet the very obvious increase in the intensities of the
Ar lines suggests a definite increase in electron temperature.
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Figure 5.8. Electron impact ionization cross sections for CH, and H, from NIST 14

On the other hand, several papers 2 **Thave pointed out that it is likely that the most
abundant hydrocarbon species in the plasma are C,H; not CH,, such a conclusion is
also consistent with our discussion in Chapter 4. In the paper by Lombardi et al, !
the predicted mole fraction of C,H, and C,;H is much (hundreds and tens times)
bigger than CH4. Even CH3 and CH radicals in the plasma region are predicted to
have comparable mole fractions to CH,4. These species have generally larger electron
impact ionization cross sections and, more importantly, their ionization threshold

energies are much lower than CH, (see Figure 5.9). Since C,H, is most abundant in
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the plasma, for simplicity, we only consider the contribution from this species. The
ionization energy for CoH, is 11.4 eV, which is quite low compared with that of CH,4
(14.25 eV) and H; (15.43 eV). This leads to an essential change of the ionization
processes. The dominant ionization process is now not H ionization, but the
ionization of C;H,. The low ionization threshold of C;H, will undoubtedly benefit

the ionization, producing more electrons and H(n=2) atoms.
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Figure 5.9. Electron impact ionization cross sections for CH, , H,, C,H,
and CHs from NIST ™1

However, as shown in Figure 5.6, further addition of CH4 does not lead to the
continuous increase of H(n=2) column densities. On the contrary, the column density
of H(n=2) atoms show a decrease. Such behavior can be attributed to the electron

cooling effect through reaction R5.5.
e (hot)+C H, —C H  +2e (cold) (R5.5)

The electron temperature will drop. In addition, in order to fulfill the energy balance
in Eqg. 2.1, when n, increases, the reduced electric field (E/N) has to become smaller,
which can also decrease Te. The electron impact excitation process is exponentially

dependent on T and only linearly dependent on n.. Thus, though ne still increases
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with CH, introduction, the column density of H(n=2) will decrease.

Another possible effect of CH, addition is a reduction of the plasma volume. The
sudden change of dominant ions from H;" to C,H," may influence the electron
dynamics as well. The C;H," is much heavier than Hs", thus the electrons would be
“confined” more “tightly” in the plasma due to the ambipolar diffusion. **! This

effect will be further examined in Chapter 6.
5.3.4. Ar flow rate effect

Figure 5.10 shows that changing the Ar flow rate from 0-50 sccm results in a very
modest increase of the measured column densities of each of the monitored species.
However, in the paper given by Han et al, ™! it was shown that addition of large
amounts of Ar does lead to a substantial increase in C, and CH emissions. The
authors also showed that when Ar flow rate was higher than 4%, the C, enhancement
iIs much larger than CH, which leads to the drop of the CH/C; ratio and finally will
inhibit the diamond growth.

According to the reactions suggested in the paper of Han et al, [ the Ar can play
several roles in the plasma which may account for these moderate increase of H(n=2),
C, and CH observed.

(1) for H(n=2) increase

There are several reactions involving Ar which can help atomic hydrogen production.
These include neutralization processes, which are considered to be the dominant

process of excited hydrogen atoms generation when Ar flow rate is high,

Ar'+H, > ArH" +H (R5. 6)
ArH" +e—> Ar+H(n>2) (R5.7)

and Penning excitation processes.

Ar*+H > Ar+H(n>2) (R5. 8)
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(2) for C; and CH increase

Ar can contribute to reactions that produce hydrogen atoms (like reactions R5. 6 and
R5. 7) and more H will encourage production of more hydrocarbon radicals. Thus, as
claimed by Han et al, ! “Ar ions and Ar excited states in the plasma can accelerate
the dissociation of hydrogen molecules and methane”. However, as shown in Figure
5.10, such an effect of Ar is very limited here due to the small amount of Ar

introduced in our experiment.
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Figure 5.10. C; (a, v=0), CH (X, v=0) and H (n=2) column densities versus Ar flow rate,

probed at d ~9.8 mm above the substrate.

5.3.5. Power effect

The column density of all three species increases with increasing power, P, as shown
in Figure 5.11, though the H(n=2) and CH (X, v=0) column densities appear to
increase somewhat faster than that for C, (a, v=0). Many factors can contribute to
this H(n=2) enhancement. Increasing power means increasing the MWPD,, if the
plasma volume remains relatively constant. Thus, both the electron density and the

electron temperature will increase. This will lead to more H(n=2) generation. The

-126 -



Chapter 5 Cavity ring-down spectroscopy investigation of the plasma chemistry

increased MWPD,, will also produce more H(n=1), which will also benefit H(n=2)
generation. The increase of C, and CH are also likely to be the result of the more

H-enriched environment.

We note that the measured CH column density exceeds that for C,(a) at all P, in
contrast to the DC arc jet reactor where we consistently found [C2] > [CH]. ™ As
discussed above, the high [CH]/[C.] ratio is likely to be beneficial for growing good

quality diamond.
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Figure 5.11. C;(a, v=0), CH (X, v=0) and H (n=2) column densities versus input power, P,

probed at d ~9.8 mm above the substrate.

5.3.6. Pressure effect

Figure 5.12 shows the measured variation in C; (a, v=0), CH (X, v=0) and H(n=2)
column densities with pressure, p. C, and CH show similar behaviors, but H(n=2)
shows a different dependence. The difference comes from the fact that H(n=2) is a
highly energetic species with energy 10.2 eV above its ground state, in contrast to C;
and CH which are either ground state or just 0.09eV above the ground state.
Therefore, the H (n=2) generation is strongly influenced by the electrons (i.e.
dominated by electron impact excitation of H(n=1)) while C; and CH are produced
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from thermal reactions.
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Figure 5.12. C; (a, v=0), CH (X, v=0) and H (n=2) column densities

versus pressure, p, probed at d ~9.8 mm above the substrate.

The densities of species whose production is dominated by thermal chemistry should
thus be expected to increase with increasing pressure. In general, increasing p leads
to an increase in the electron density, ne, but a drop in the electron temperature, Te.
The production rates of species formed via collisions with electrons tend to increase
near-exponentially with Te. Thus, in contrast to thermal processes, the densities of
species formed by electron chemistry tend to decrease with increasing pressure.
Consistent with such expectations, the densities of species like C, and CH that are
traditionally viewed as being formed by (predominantly) thermal reactions are seen
to increase with increasing p (Figure 5.12) The main production channel for
H(n=2) atoms involves electron impact excitation of H(n=1). Contrary to the
foregoing discussion, Figure 5.12 shows that the measured column density of H(n=2)
atoms actually increases, not decreases, with increasing p. This apparent
inconsistency can be understood by recognizing that the H(n=1) production rate

scales with p (as will be shown in Chapter 6).
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5.3.7 Profiles

Figure 5. 13-15, 16-18 and 19-21 show the measured d dependences of the C; (a,
v=0), CH (X, v=0) and H(n=2) column densities as a function of, respectively, input
power, P, CH,4 flow rate, and total pressure, p. Key observations are summarized
below:

1. Inthe cases of C;and CH, changing the power, CH,4 flow rate or pressure leads
to a change in the absolute values of the column densities, but rather little change in
their d dependent profiles. Only in the case of changing pressure do we discern
some change (broadening in the lower pressure conditions) in profile; the column
densities measured at d ~10 mm (near the peak of the profile) appear to vary more
than those at small and large d. Such observations would be consistent with some
expansion of the plasma ball (and increase in its homogeneity) when the pressure is
reduced.

2. The measured H(n=2) column densities show similar P and p dependences to
those of C, and CH but, as Figure 5. 20 shows, the H(n=2) profile recorded in the
absence of CH, is very different from those recorded with any CH,4 flow rate in the
range 5-40 sccm.  This data serves to re-emphasize the behavior shown in Figure 5.6.
In addition, the H(n=2) also shows a wider profile at 125 Torr than at 150 Torr.

3. Plotting C;, CH and H(n=2) profiles measured under the same discharge
conditions on a common figure (as in Figure 5. 22), we see that that the maxima of the
C, and CH distributions lie at essentially the same d (~10 mm above the substrate),
whereas the maximum of the H(n=2) profile is closer to the substrate (d ~7 mm).
This difference reflects the different chemistry behind the production of these three
species. The main production mechanisms for C, and CH involve thermal chemistry;
the peak in their column densities is related to the d dependent shape (width) of the
plasma ball. As discussed previously, the principal source of H(n=2) atoms is
electron impact excitation of ground state H atoms; the H(n=2) profile will thus be
determined by a convolution of the spatial distributions of H(n=1) atoms and of the

electrons. [The electron temperature distribution in the plasma (not near the
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substrate) is not expected to show a large gradient since electrons have a much

longer mean free path than the heavy species].
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5.3.8 Comparison between CH4/Ar/H, and C,H,/Ar/H, plasma
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Figure 5. 23. Cy(a, v=0), CH(X, v=0) and H(n=2) column density profiles in CH,/Ar/H; and

C,HJ/Ar/H, plasmas (black and red curves, respectively) under standard operating conditions.

The CRDS measured column density profiles of three “hot” species Cy(a, v=0),
CH(X, v=0) and H(n=2) in CH4/Ar/H, and C;H,/Ar/H, plasmas under ‘standard’
discharge conditions with the same carbon flow rate are shown in Figure 5. 23. As
discussed in Chapter 4, due to the CH;<—C,H; inter-conversion, no matter what kind
of hydrocarbon source gas is used, in the hot region (in and around the plasma ball),
the favored stable hydrocarbon is predominantly C,H,. Thus, the plasma chemistry is
largely insensitive to the choice of hydrocarbon feedstock. The measured profiles of
each species in Figure 5. 23 are essentially identical in the two plasmas — consistent

with the prediction from the reaction schemes and mechanisms described in Chapter

4,
5.3.9 H, linewidth

As Figure 5.5 shows, the measured H, lineshapes are described well by a single

Gaussian function. Figure 5. 24-27 show fitted line widthsw,;, as a function of d,
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for a range of discharge conditions. As these data show, the measured linewidth is
fairly homogeneous throughout the plasma, and rather insensitive to changes in

power, CH, flow rate and pressure.
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To work out the Doppler broadening determined gas temperature, we need consider
possible contributors to the measured line widths. The H, transition actually
comprises seven fine structure transitions (see Figure 3.2) and to extract a gas
temperature from a measured lineshape it is necessary to deconvolute the
contributions from these seven transitions as shown in Figure 5. 27 — where we have
assumed that each fine structure transition has the same line width and a relative
intensity proportional to the product of the respective lower state population, and the

relevant absorption coefficient, i.e for each transition (j—Kk),
| oo Ag A% 9 (Eq.5. 19)

Here, j is the lower level and k is the upper level, lj is the absorption intensity, Ayjis
the Einstein coefficient, Ay is wavelength, gy is the degeneracy of the upper level. All
the related coefficients are obtained from NIST Atomic Spectra Database. ™ Such
analyses return a typical fine structure transition line width of ~0.75 cm™. If we
attribute all of this width to Doppler broadening (the laser line width is <0.2 cm™,
thus is negligible), we arrive at a gas temperature of ~4750 K — much higher than the
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gas temperature estimated from the measured C, rotational temperature. The
reason for this is still under investigation. We have checked the frequency dispersion
(with an etalon), and that the line width is not sensitive to the laser pulse energy (i.e.
we are not saturating the H, transition) and/or the presence of Ar. Lang et al ™! have
noted anomalously large H, line widths in OES studies of microwave activated
CHJ/Ar/H; plasmas, and suggested Stark broadening by the microwave field as a

possible explanation.
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Figure 5. 27. H, lineshape measured in 1.5 kW, 150 Torr, CH4/H; plasma, along with a
deconvolution into its constituent fine structure components. The CH,4 flow rate is 25 sccm and

H, flow rate is 540 sccm. In order to exclude any broadening effect from Ar,

no Ar was not added.

5.3.10 Gas temperature behaviour

Before, when determining C,;, CH column densities from absorption spectra
measured by CRDS, it was necessary to include the Pgopher coefficient, which
however is temperature dependent. In previous calculations in Subsection 5.3.3-5.38,
we have assumed that the gas temperature does not change much when varying the

discharge parameters within the range of our experimental conditions.
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Now, we have two methods to test the validation of this assumption. One involves
using the Doppler broadening of the H, line, the other uses the intensity ratio of the
high J and low J lines in the C, (d-a) absorption spectra. i.e. using the rotational
temperature of C, as a measure of the real gas temperature. For the second method,
specifically, we first pick up those high J and low J lines shown in Figure 5. 2 and
calculate their total intensity ratio, i.e. lps7+pss+pagy/ l(rs+ro+r10). Secondly, from
Pgopher, we can get a curve of the total line strength ratio of these selected high J
and low J lines as a function of the temperature. As shown in Figure 5. 28, this curve
changes sharply as temperature increases. Finally, given the measured intensity ratio,
one can determine the corresponding temperature from the curve shown in Figure 5.

28. Such obtained gas temperatures are shown in Figure 5. 29-32.

In addition, though the “temperature” obtained from Doppler broadening of H,
spectral line is an overestimation (for reasons that are under investigation), in order
to compare with the trend of temperature obtained from C,, we will plot these

linewidths fitted by using a single Gaussian function in Figure 5. 29-32 as well.

The measured C, rotational temperature and H, line width show very similar
behaviour as varying the plasma discharge parameters (i.e power, pressure etc), see
Figure 5. 29-32. Though, at very low pressure (e.g. 75 Torr), both C, rotational
temperature and H,, line width indicate a lower gas temperature, (roughly ~300-400K
lower than the maximum temperature for C;), in most other cases, the C, rotational
temperature or H, line width show very limited changes, which confirms the
previous assumption that the gas temperature is rather invariant to the different

experiment conditions investigated here.
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Figure 5. 28 The calculated line intensity ratio of high J to low J lines of C, (i.e.

(P37+P38+P39) / (R8+R9+R10)) as a function of the gas temperature (calculated from Pgopher).
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Figure 5. 30 Calculated C, rotational temperature and H, linewidth (fitted with a single
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5.4 Unknown absorption in CH4/Ar/H, plasma

5.4.1. Phenomena
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Figure 5. 33 Temporal behaviours of the ring down decay rate from CRDS (probing at A =427
nm) and the optical emissions from H,, Hg and C; in Ar/H; and Ar/H,/CH,4 plasmas. The sudden

“jump” of H, Hp, C, emission indicates the time at which CH, is introduced.
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Another interesting phenomenon observed in the experiments is that, under certain
discharge conditions (e.g. low pressure, 10-15 sccm CH, flow rate), an as yet
unidentified loss develops, which manifests itself as a continuous increase of the ring
down decay rate with the time t since hydrocarbon is added to the plasma, as shown
by the black line in Figure 5. 33. (Note, here, the laser wavelength was

deliberately set to monitor off-resonance from any CH absorptions.)

At first sight, one might attribute this to mirror contamination. However, the original
ring down rate is restored simply by switching off the plasma and evacuating the
chamber. This is quite different from behaviour observed when probing the arc-jet
reactor, where mirror contamination resulted in a progressive drop in ring down time
which could only be restored by removing and cleaning the mirrors. Another
relevant observation is that moving the laser beam so as to probe a column near the
top of the plasma ball (large d) or very close to the substrate (d ~0), results in
recovery of the original ring down rate, without any adjustment to the process
conditions. This finding is also very repeatable. Thus, we exclude the effect from
the mirror contamination. Given the large separation between the mirror mounts and
the plasma, we rule out the possibility that thermally induced drift of the mirror
alignment could be responsible for the observed deterioration of the ring down time.
Further evidence in support of this conclusion comes from the fact that, when the
ring down time becomes poorer, it cannot be recovered by realigning the mirrors.
Thus the observation is concluded to be the result of the build-up of a

plasma-induced (and as yet unknown) absorber or scatterer.

The results of more detailed investigations of the phenomenon are summarized in the
following. The ring down decay rate is assumed to be proportional to the
absorbance of the unknown absorber, X and, for simplicity, the argument will be
developed assuming that the loss is associated with absorption rather than scattering.
An increase in the ring down decay rate implies a build-up in the column density of
X. To quantify this temporal behaviour, the OES is monitored at the same time.
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The emission spectrum is measured every 10 seconds, over the same time period as
the CRDS measurements. More details about the OES experimental setup and the
typically measured spectrum can be found in Chapter 6. Figure 5. 33 shows the
background-corrected H, Hg and C, (516 nm) emission intensities measured as a
function of time, together with the ring down data monitoring at A =427 nm. Time
“zero” is the point at which data starts to be taken, from a pre-existing Ar/H; plasma.
The time at which CHj, is introduced can be easily recognized from the graph due to
the “jump” in all three emissions. The reason for the increase of C, emission is
self-evident, and reasons for the jump in the H, and Hg emission intensities will be
discussed in Chapter 6. From Figure 5. 33, it can be seen that absorption by X
occurs after CH,4 is added - suggesting that the carrier is some carbon-containing
species. As a further check, the H,, Hg and C, (516 nm) emissions and the ring
down decay rate at A = 427 nm were also monitored for a much longer time period
when using a pure Ar/H; plasma — see Figure 5. 34.  Clearly, without CH, addition,

the unknown absorption is not detectable.
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Figure 5. 34 Temporal behaviours of the optical emissions from H, Hg, C; and the ring down

decay rate from CRDS (probing at A =427 nm) in Ar/H, plasma.
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5.4.2. Spatial profile

It is not easy to determine the spatial profile of X in the reactor because the CRDS
measurements cannot follow its build-up until it reaches an asymptotic value. (In all
cases, the ring down rate keeps increasing and the ring down time eventually
becomes too short to be fitted reliably). This time evolution of the absorption
means that it cannot be profiled reliably simply by translating the probe column up
and down. Nevertheless, the spatial profile does provide much information. Rather
than do nothing, the following (rather rough) method was adopted to determine the
spatial distribution of X. In practice, we start measuring the ring down rate at the
position furthest from the substrate, dy, and step down progressively measuring the
ring down rate at each d; for a common time interval, At. After reaching the position
closest to the substrate, at d,, we go back and resample at each d;, over a similar time
interval, At, until finally returning to the initial do position. Such a procedure has
been shown in Figure 5. 35. Thus totally, 2n+1 ring down rates are measured at n+1
positions. Except for the position closest to the substrate, the ring-down decay rates

have been measured twice for each position d;, an early one at time

t,, =t +iAt=t —(n—i)At (Eq.5. 20)

early
and a later one at

t,. =t +(2n—i)At =t _+(n—i)At (Eq.5. 21)

late

Here, to is the time when we measure the first ring-down rate at position do. t, is the
time at which the ring-down rate at position d, is measured. If we assume that the
ring down decay rate changes linearly with time with a slope A;, (Ai can be different
for different positions), then the two decay rates measured at the same position d; can

be written as

K[t ] = K It, — (1— DAL =K [t,]- A (n-i)At (Eq5.22)

k[t 1=kt +(n—i)At] =k [t ]+ A(n—i)At (Eq.5. 23)

late

Therefore, the ringdown rate at time t, for each position d; can be given by averaging
the two ring-down decay rates measured at the same position but different times, i.e.
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ki [tearly] + ki [tlate]

ki [tn] = 2

(Eq.5. 24)

Thus the profile of the ringdown rate (i.e the column density of unknown absorber X)
at time t, can be obtained.

The assumption that the ring down decay rate changes linearly with time at a fixed
position does not deviate from the truth too much. (See later in Figure 5. 38, the ring
down decay rate increases almost linearly with time after an initial induction period,
so measurements of this kind are commenced after the induction period). Figure 5.
35 shows an illustrative set of data, measured at A =427 nm. Data gathering for this
figure started at d ~24 mm, followed the red arrow towards d = O, then retraced its
path (blue arrow) back to the starting point. Clearly, because the unknown absorber
builds up with time, the ring down decay rates measured later are always larger than
the earlier one. This difference in ring down decay rates is very small at the edges,
however. Figure 5. 36 shows the average decay rate determined at each position d;.
The resulting profile, which shows a hint of a central dip, suggests that the unknown

absorber is closely related to the plasma ball.
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Figure 5. 35 Measured ring down decay rates at each position, i. Measurements started at

large d, following the red arrow until reaching d = 0 then re-sampled at increasing d (blue arrow).
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Figure 5. 36  The profile of the averaged ring down decay rates from data shown in Figure 5. 35

5.4.3. Effect of CH, flow rate
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Figure 5. 37  Effect of CH, flow rate on temporal behaviour of the ring down decay rates
measured at L =427 nmand p = 75 torr.  Other discharge parameters are the same as the

“standard conditions”. Time “zero” is when the CH, is first introduced.
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Figure 5. 38 Example of fitting the build-up speed of the unknown absorber.  This ring down
decay rate was measured using 5 sccm CH, flow rate, 75 torr and 1.5 kW microwave power,

monitoring at A =427 nm.
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Figure 5. 39  Plot showing the variation in the speed with which the unknown absorber
develops at different CH, flow rates

Another interesting phenomenon about the unknown absorption is that its occurrence
seems very sensitive to the CH, flow rate. Figure 5. 37 shows the temporal
behaviour of the ring down decay rates when introducing different CH, flow rates to

a pre-existing Ar/H, plasma at a total pressure, p = 75 Torr. Again, the origin of the
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“time” axis defines the time when the CH, is added. As Figure 5. 37 shows, the
ring down rate remains constant when no CHy, is added (i.e. 0 sccm CH,4 flow rate), —
implying that the unknown absorber is not formed under this condition. Addition
of any CH, yields the unknown absorption, but its build-up rate appears to be
sensitive to the CH,4 flow rate ; the induction period is shortest, and the rate of
change of the ring down decay rate greatest at CH, flow rates ~10-15 sccm.  To
show this trend more quantitatively, we can define a build-up rate for the unknown
absorber by the method illustrated in Figure 5. 38. As this figure shows, the
temporal behaviour of the ring down decay rate at later time is well described by a
straight line. Thus we can use the slope, R = Ak/At, of this fitting line as a measure
of the speed of build-up of X. The deduced speeds for different CH, flow rates at p
= 75 torr and a probe wavelength of 427 nm are shown in Figure 5. 39. Clearly,
the unknown absorption builds-up most rapidly when the CH, flow rate is ~10-15
sccm.  Figure 5. 40 shows that similar phenomena are observable at p = 100 torr.
The deduced speeds for the unknown absorber under these conditions are also shown
in Figure 5. 39. At this p, the unknown absorption builds up fastest at a CH4 flow
rate of ~15 sccm; at much higher CH,4 flow rates (e.g. 35 sccm) it builds up much

more slowly.
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Figure 5. 40 Effect of CH, flow rate on temporal behaviour of the ring down decay rates
measured at A =427 nm and p = 100 torr.  Other discharge parameters are as for our “standard

conditions”. Time “zero” is when the CHy, is first introduced.
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5.4.4. Effect of total pressure

The occurrence and build-up speed of the unknown absorber are also very sensitive
to the total pressure. As shown in Figure 5. 41, under high pressure (e.g. p = 150
torr) it takes much longer for the ring down decay rate to change perceptibly.
Conversely, at lower pressure (e.g. p = 75 or 100 torr), the absorption can build up

much more quickly.
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Figure 5. 41 Effect of pressure on the temporal behaviour of the ring down decay rates under
15 sccm CH, flow rate. Other discharge parameters are as for our “standard conditions”. Time

“zero” is when the CHy is first introduced.

5.4.5. Effect of hydrocarbon feedstock

The identity of the hydrocarbon source gas has some impact on the unknown
absorption. Figure 5. 42 shows the temporal behaviour of the ring down decay rates
measured in CH4/Ar/H, and CyH2/Ar/H; plasmas, at A = 427 nm, under different
carbon flow rates. At low carbon flow rates (e.g. 5 sccm) the temporal behaviours
for the two hydrocarbon feedstocks are almost identical to one other. At higher
carbon flow rates, however, the unknown absorption appears to grow in a bit faster
when using a C,H2/Ar/H, plasma than with the CHa/Ar/H, plasma. Consistent with
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the QCL probing results (in Chapter 4), the parallel behaviours observed at low flow
rates probably reflects the fact that, under such conditions, the CH; «<>C;H,
inter-conversion is so efficient that the gas compositions in the two plasmas are

essentially identical.
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Figure 5. 42 Comparison of the temporal behaviours of the ring down decay rates in CH4/Ar/H,

and C,H,/Ar/H; plasmas for different carbon flow rates. Time “zero” is when the relevant

hydrocarbon is first introduced.

5.4.6. Effect of wavelength

The temporal behaviour of the ring down decay rates has been monitored at several
different laser wavelengths. Again, the laser wavelength is deliberately set to monitor
off-resonance from any of the sharp atomic (eg H,) or molecular (CH or Cy)
absorptions. Figure 5. 43 shows a series of measurements made under identical
plasma conditions at four closely spaced wavelengths around 427 nm; no evident
differences are observed, suggesting that X must have a broad and unstructured
absorption (or scattering cross-section) in this wavelength range. Simply changing
the excitation wavelength to 656 nm (the CRDS mirrors are also changed) while
maintaining the same plasma operating conditions results in a slower build-up time,

however, as shown in Figure 5. 44,
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Figure 5. 43 Temporal behaviour of the ring down decay rates measured at four different
wavelengths in a CH4/Ar/H; plasma operating with 15 sccm CH,4, 510 sccm H, and 40 sccm A,

1.5 kKW input power, total pressure 75 torr.  Time “zero” is when the CHy s first introduced.
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Figure 5. 44 Temporal behaviour of the ring down decay rates measured at A = 427 nm and 656
nm in CH4/Ar/H, plasma under the standard discharge condition. Time “zero” defines when the

CHy is first introduced.

5.5 Summary

Cavity ring down spectroscopy has been successfully used to measure the absolute

column densities of three “hot” species C,(a, v=0), CH(X, v=0) and H(n=2), and also
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their spatial profiles, as functions of discharge parameters (power, pressure etc). The
essentially identical profiles of these three *“hot” species in CH4/Ar/H, and
C,H./Ar/H; plasmas under the same discharge conditions, with the same carbon flow
rate, confirm the proposed reaction mechanisms in Chapter 4, i.e. due to the
interconversion of CH4 and C;H>, the hydrocarbon species around and within the
plasma are mainly C,H,, the plasma thus is insensitive to the detailed choice of what
kind of hydrocarbon feedstock. The gas temperature can also be determined from the
C, rotational line intensity ratios and the Doppler broadening of the H, transitions.
However, “temperatures” determined from the latter show more than 1000 K higher
than those determined from C,. The reasons for this huge discrepancy are still not
clear. But both approaches show that the gas temperature does not change much as a

result of changing the discharge conditions.
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Chapter 6 Optical emission spectroscopy diagnostics of
Ar/H,/CH, plasmas in a microwave reactor used for

diamond CVD

6.1. Introduction

Optical emission spectroscopy (OES) is a non-imeasechnique which enables
individual monitoring of “fingerprint” optical emssons from specific species. It
may be the easiest way to study the behavioureo€thitting species in the plasma.
However, not all species emit and in many casesatfadysis and interpretation of
OES results can be ambiguous. Nonetheless, OESpogide an opportunity to
have a first look at what is present in the plagméd, in some cases, careful analysis

can actually yield more information than might hémeen expected.

When using OES (visible — UV) to study species, omeast realize that these
emissions are from energetic species. These sp@@eg&ry sensitive to the electron
characteristics, i.e. electron densities and aelactemperature, for the following
reasons. The energy gaps corresponding to thessiens are normally much larger
than these species’ thermal energy. Therefore, ostntases, electron impact
excitation plays the major role in “pumping” theggecies from the lower states to
the upper states. This is especially so for atokesH, which have very big energy
gaps between their excited states and ground stl&s, in contrast to molecules
and radicals, atoms do not have rotational andatidmmal structures. So they can not
be pumped to high excited states by “cascade pwghpirherefore, the emissions
from atoms show strong dependences on the electbaresto such characteristics,
in most cases, the results from OES carry muchrnmétion about the electrons in
the plasma, which is quite different from absonptgpectroscopy measurements.
Absorption spectroscopy measures the contributrom fthe lower states. If the
lower states are ground states or energy levetsatieanot much higher than thermal
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energy, thermal collisions are sufficiently enelgebd populate them. As a result,
absorption spectra will carry more information abthe thermal chemistry rather
than electron chemistry. From this point of viewE®is a more sensitive tool to

investigate the electron driven chemistry tharbsoaption spectroscopy.

Though limited in the ability to give absolute sjgscconcentrations, some “revised”
OES methods, such as actinomety! can give the relative concentrations of
species. Further careful calibration can alsodyadbsolute values of some plasma

parameters such as the degree of dissociatiomafiecule **

In the following sections, experiments describihg tise of OES to investigate the
behaviour of selected species, including H atomsited states of Ar and A C,,
CH radicals are reported. Actinometry methods ése ased to study the behaviour
of H(n=1) atoms. The validity of actinometry metsBodinder the present
experimental conditions is discussed. Finally,rtteasured emission behaviours of
C,, CH and H are compared with their measured coldemsity behaviours under

different discharge conditions.

6.2. Experimental

The OES experimental set up is showifigure6. 1. The optical fiber was firstly set
up as the Optical fiber | (8), positioned at theu® of a glass lens (12). Such a
system then monitors the radiation from the plaghm@ugh an aperture with
diameter around 9 mm behind the chamber window.sTihe optical fibre only
collects emissions from a small region around g&er to bottom of the plasma ball.
At the same time, spatially resolved CRDS (whick alaeady been shown kfgure
5.1) measurements were performed. In addition, in otolgrofile the emissions of
species in the plasma, the optical fiber was seasiphe Optical fiber 1l (9) and
mounted on the movable optical table (6), Eegre 6. 1. The bellows and CRDS

mirrors in Figure 5.1 were replaced by two diamond windows. A light-goimig
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device composed of two apertures and a tube wasbgiare the optical fiber,
ensuring a spatially-resolved monitoring of the &siuns from the plasma with a
resolution better than 2 mm. The optical systenm twvas moved up and down by

adjusting the movable bench and the emission psofiif the species then were

1. Wave guide

2. Diamond window s
3. Aperture 1

4, Aperture 2

5. Tube

6. Optic table

7. Crank

8. Optical fiber |
9. Optical fiber Il

recorded.

(a)

10

10. Reactor chamber _=._--._.__._i_,
11. Plasma
12. Lens 3 4
B]
D 2

Figure 6. 1 Schematic of the OES experimentalps€a) the front view; (b) the top view.

The collected light was sent to a monochromateilippgal with a CCD detector

(Oriel Instaspec IV, 600 lines mimruled grating). The resolution of this
spectrometer is ~0.5 nm. The grating was set atpgesitions so as to cover two
wavelength ranges: the longer wavelength rangéh{gnchapter around 540-840nm)
and shorter wavelength range (in this chapter at@89-680 nm). In order to reduce
background noise, the CCD detector was cooled t€.10he exposure time is 100
ms and the data are averaged 2000 times for eadtrgm when optical fiber was

set as Optical fiber I. When the optical fiber wset as Optical fiber 1l in the

spatially-resolved OES experiments, an extremetyg lexposure time 60~80 s with
3 averages is used for each spectrum. The emifisies for selected species and

their corresponding transitions are summarizedgpefdix C.
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6.3. Resultsand discussion
6.3.1 The validity of actinometry method in moderate pressure

Ar/H, and Ar/H,/CH,4 plasmas

Gicquel et al have discussed about the validitygihg actinometry techniques at
pressures around 25 Totr.®! Though still 6 times lower than the pressure used
our experiments, their results are still quite nostive for us. Thus, a similar
procedure is followed here in order to evaluate whkdity of using actinometry

under our experimental conditions.

------------------------------- 2p,
2p,
2p;
750.3868 nm py —
2P5 3P5(2P”2)4P Ar (_I_P)
_____________________ 2p.
2ps
763.5105 nm 2ps
————— el elC |E I JE e IE e I (E e IE I e ng
2Py
811.5311nm I, = 3p°CPypMp
155 () Ar(ds)
Is, 3p°CP | pHs
Is; (m)
3p°CPypMs
Ground 3p°

Figure 6. 2. Schematic of transitions ascind4p energy levels of Ar

As Gicquel suggesteff! the Ar 750.4 nm and Hemission lines are chosen here for
actinometry due to the similar thresholds and sd&cimpact excitation cross section

dependence on electron temperature of Af)(2pd H(n=3). The Ar transitions and

their corresponding energy levels are showRigure 6. 2. It can be seen that Ar has

two excited states, Ar(4s) and Ar(4p), which furtbplit into 4 (i.e.1s1s) and 10

(i.,e. 2p-2po) energy levels, respectively. The main processe®lved in the

- 158 -



Chapter 6 OES diagnostics of Ar/fiCH, plasmas

production and consumption of the H(n=3) and Ar ) &pates are shown ifable 6.

1 andTable6. 2.

Table 6.1 Main processes involved in the producéind consumption of H (n=3)

Reaction Name Reactions Rate constant
Production

Electron excitation H(n=1)+e>H(n=3) + e (R6.1) Ko
from ground states

Dissociative excitation p,+ e>H(n=3) +H(n=1) + e (R6.2) Ko

Consumption

Radiative de-excitation jn=3) — H(n=2)+hv (R6.3) Ag>
Radiative de-excitation jn=3) — H(n=1)+hv (R6.4) Aey
quenching H(n=3)+M — H(n=1) + M* (R6.5) K&

Table 6. 2 Main processes involved in the prodicéind consumption of the Ar (2p

Reaction Name Reaction Rate constant
Production
Electron excitation  Ar (3p)+e—>Ar (4p) +e (R6.6) K A

from ground states

Consumption

Radiative Ar(4p)— Ar(4s)+hv (R6.7) Ags

de-excitation

quenching Ar(4p)+M—Ar(3p,4s) + M*  (R6.8) KS”

Note: Ar(3p) means the ground state of Ar. Ar(4®ams states of Arp8(?Ps,)4s and Ar $°(3Py)4s. Ar(4p)

means states of ApX?P3,)4p and Ar $°(Py,)4p.

As suggested by Gicquéfwhen the H atom mole fraction is higher than 1% 5

and the electron temperature is lower than 2R6/2 may be neglected due to its
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large threshold. In comparison with Gicquel's expent conditions (i.e. pressure
around 20-50 Torrl around 1-2 eV, MWPD around 9-15 Wémin which the
actinometry is thought to be valid), the experimemditions used here have much
higher pressure (75-150Torr) and power density (@m®). Thus, the electron
temperature shall be lower and the H mole fracgball be higher than those in
Gicquel’s experiments. Therefore, here, the negER6.2 is reasonable.

Now, the emission intensity ofdan be written as

[H(n=1)]K"n,
= [H]KG +[H,]Kg: +Kq
[H(n=1)]Kn,

[R](KE, 1K) +[H,] (K 1K) +1

lHa = K(VHO, )VHO, A32Vem
(Eq. 6. 1)

= (K(VHD, )VHa A32Vemi$ / KR)

where, K(v, ) is the OES response coefficient at 656 nw, is frequency
corresponding to the Htransition, V, ;. is the emission volumeKg, and K

are the H(n=3) quenching rates due to collisiomwitand H, respectively, andK,
is the radiation raté
Kr=A,+A,=(4.36+539K 10s*= 9.8 1G* (Eq. 6. 2)

The emission of Ar can be written as

Ar(3p)|KZn

i = (€6 W A Ko i LRN() +p[)]H2]E(K§/§r oy €6
Consider
Kea = A (Eq. 6. 4)
then finally, the ratio of H(n=1) and Ar(3p) canwatten as

= AT I
where
F=RK0) e (Ap+ Ay (Eq. 6. 6)

K(Vi,) Var A,
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IS a constant.
K2 /K as mentioned before, is only weakly dependent.otue to the similar

threshold and electron impact excitation cross igectiependence on electron

temperature of Ar (2 and H(n=3). Provided. does not change much as a result of
the process condition changes in the experimeKt¥, /K« can also be treated as

a constant® Thus, only the equation

C[H](KE, 1K) +[H,](KE 1Ky ) +1

¥ THIKE, T+ L] (KG TR +1 (Ea.6.7)

shall have a significant pressure and temperatepertience.

[H,]K&2 and [H]K{, can be written as

[H,]KE = (PRI, e X, (Eq. 6. 8)
[H]K& =(P/RT)V, O Xy, (Eq. 6. 9)

wherev,, is the mean velocity of Aro,.., and o,., are the associated

quenching cross sections with Bind H, andx, and Xx,, are the mole fractions of
H, and H.
Given the cross sections irf Ayas temperature in K and pressure in hPa (i@ PH),

Q, can be written &3

_L+PT (013, ., %, + 0152, . (1% )
1+PTY(0.1627,,. ,,, X, + 0.226,,. , (1%, )

(Eg. 6. 10)

Quenching of H(n=3) by Ar can be neglected becafiskee small amount of Ar and
also the small quenching cross sectionss, ., is in the range 2 A% to 18 X ¥,
Opeyy 15~17 K 1050 B9 g, | is ~58 KPlto 65 KM And o,

is ~ 42 R Blyg 58 R[],

For the calculation, we assume the mean valudseafross sections, i.e

o, w=9%% o,. =34~ o, , =62~ o, , =50~
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Then
1+PT?(8.184%, + 1.368)
= = . (Eg. 6. 11)
1+PT7%(8.1%, + 7.684x )
If H, dissociation degree is very small, ixg, >>x,,, this simplifies to
1+PT%*(8.184
- (8.184x, ) (Eq. 6. 12)

~ 1+PT¥2(8.1x, )
For the typical condition in our experiments, Raisund 100~200 hPa (i.e. 75-150
Torr), T around 2500~3200 K, then, always,
PT¥%(8.184x, )>> 1 (Eq. 6. 13)
and thus we still have
Q =1. (Eq. 6. 14)
Now the factors before the intensity ratiolq. 6.5 are all constants. Therefore, the

validity conditions for using actinometry are siéd in our experiments.

6.3.2 OES studies of species behaviour versus discharge conditions

6.3.2.1. Spectrain thelong wavelength range

The typical spectrum in the long wavelength rangdeurthe “standard” discharge
conditions is shown ifrigure 6. 3. The strongest emission line is from. Hror the

Ar emissions, three strong lines can be easilyrgjstshed at 750 nm, 763 nm and
811 nm. The corresponding energy levels and transithave already been shown in
Figure 6. 2. It is noticed that the 750 nm (2p1s) transition of Ar is to a resonant
state, while the 763 nm (¢ 1s) and 811 nm (2p>1s5) emissions both radiate to a

metastable level.
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Figure 6. 3 Typical spectrum in the long wavelbnginge measured under “standard”
conditions

The emission data shown in the following figures evéaken from CHAr/H,

plasmas. Such measurements have been repeateestitis seem reproducible.

In Figure 6. 4, the intensities of the mentioned three stronge/iission lines, and
the H, transition are measured as a function of Ar flater The measured intensities
for all three Ar transitions increase almost pramally with the amount of argon
introduced. However, some authdrd have suggested that mechanisms other than
electron impact excitation of ground state Ar at@is® contribute to the population
of the 2p level. In addition, in some cases, due to the ldiegime, the metastable
states may have relatively high densities and salfsabsorption effects can not be
ignored. (However, such should not be the caseumnconditions. Due to the high
pressure used here, the life times of these meétaststate are dominated by
quenching processes.) Thus, as most papers suddgett the 750 nm emission line

of Ar tends to be the best choice when using Aaraactinometer.

As Figure 6. 4 shows, the Elemission is only weakly dependent on the Ar flater

suggesting that addition of trace amounts of Ar htke influence on the H
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chemistry.
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Figure 6. 4. Ar and Hemission intensities as a function of Ar flow rate

Relative concentrations of ground state H(n=1) ataran be determined using
actinometry (seeSection 3.3.3 in Chapter 3),i.e. through use of the following

relationship
[H(n=1)] O[Ar] lgs6 /1750 (Eg. 6. 15)

where the [..] represent the respective numberitien@andl the relative emission

intensities. The relative Hlissociation fractiori,,, can also be obtained H&q. 6.

16,

D:[H(nzl)]/2:[H(n:1)] Xn o less Xa =t
[H]° [A] 2X5 152Xy,

(Eq. 6. 16)

Here, [H,]° is the assumed number density of &t the same gas pressure and

temperature but without dissociatiorX?, and X,ﬂz are the mole fractions of Ar

and H in the input gas stream.

The principles and the validity of actinometry inr anicrowave activated Ar/fHand
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Ar/H,/CH, plasma have been discussedSettion 6.3.1. Figure 6. 5 shows the
H(n=1) relative number densities derived by ratpithe H emission intensity
against each of the three Ar emissions. The alesalatues are meaningless,
because the wavelength dependent monochromatemnssss not calibrated, but the
trend is revealing. The following explanations besed on comparisons between
the H, emission and our preferred Ar 750 nm line emissagFigure 6. 5 shows,
trace Ar addition has little influence on the H(h=lensity, causing only a moderate
increase in H(n=1) concentration. Reasons why Aliteh might enhance the H
atom concentration and the degree of dissociation Figure 6. 6) have been

discussed in Chapter 5, e.g, throlrfh1 andR5.2.

10000 S

—o— Calculated from Ar 750 nm
—o— Calculated from Ar 763 nm
- Calculated from Ar 811 nm
o 8000
<
S 9o
— D_——o——ﬁ_—'_o
8 6000 /
@ o
o -
=
o
o R
| E—
@ 4000 o g
=
et
T 2000 4
=
T
0 . T . T . T . T . T
0 10 20 a0 40 a0

Ar flow rate (sccm)

Figure 6. 5. H(n=1) relative concentrations calted using different Ar lines as the

actinometer, as a function of Ar flow rate.
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Figure 6. 6 Hrelative dissociation fraction as a function offfw rate.

Figure 6. 7 shows the variation in the measured Ar ang efissions with
microwave power over the range 0.75-1.5 kW. ThesMission shows a >4-fold
increase whereas the Ar emissions only increasa fagtor of ~2. The calculated
relative concentrations of H(n=1) from the threelides are shown iifigure 6. 8;
each comparison indicates that more power into glasma leads to a higher
concentration of H(n=1) atoms. The calculated redaki, dissociation fraction also

evidently increases with the power, Ségure6. 9
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Figure 6. 7. Ar and Hemission intensities as a function of power
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Figure 6. 8 H(n=1) relative concentrations caltdausing different Ar lines as the actinometer,
as a function of the input power
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Figure 6. 9 Hrelative dissociation fraction as a function gfuh power.

Figure 6. 10 shows how Chkladdition affects both argon and Eimissions. Note
that addition of just 2.5 sccm of GKcorresponding to a mole fraction <5%o) to
the plasma results in a >2-fold “jump” in the maasuargon and Hemission
intensities (see alsbigure 6. 11). As Figure 6. 12 shows, however, the relative
concentration of H(n=1) atoms calculated by actiatsgnis rather insensitive to
additions of trace amounts of 5o is the relative dissociation of t Figure6.
13. Indeed, if we persist with the assumption thatAn 750 nm transition is the
most reliable actinometeffigure 6. 12 suggests that CHaddition has no
significant impact on the H(n=1) density. Howeuermake this conclusion, we
also must realize that the emissions of Ar and Rjrenly come from the glow
region. Thus, such a conclusion may only be validtlits region. In the cooler
region, due to the H-shift reaction with hydrocarbmoolecules, we would expect

some reduction in the hydrogen atom densities.
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Figure 6. 11 Comparison of spectra obtained utwdedifferent conditions (0 and 2.5 sccm
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Figure 6. 12. H(n=1) relative concentrations clatad using different Ar lines as the
actinometer, as a function of Gflow rate
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Figure 6. 13 Hrelative dissociation fraction as a function of Jldw rate.

The effects of total pressurp, on the measured argon ang émission intensities
are shown irFigure 6. 14. The Ar emissions increase markedly as the pregsur
reduced. This can be attributed to an increade as the pressure drops since the

reaction rate is exponentially dependentTgnHere we have already assumed that
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electron impact excitation dominates the productwdrmir*, because of the large
energy gap between its ground state and excitadsst@ihe contribution from Ar
metastables is assumed to be small because, gptagbure, the quenching rate is so
high that the lifetime of the Ar metastable statesmainly determined by the
guenching process.Thus more argon excited states (Ar*) are producednil is
high. This behaviour also verifies that Ar* prodoctiis dominated by electron
chemistry. The K emission exhibits a different pressure dependemoeeasing
and then decreasing with increaspg Though the measured, lihtensities do not
change much as the pressure increases from 7®tbv5 torr, the measured trend is
reproducible, and thus demands an explanation. er8eparameters can influence
H(n=3) production rates, i.e. electron density electron temperatur&€. and the
H(n=1) concentration. Both, and H(n=1) will increase with increasing pressdre
encouraging H (n=3) production — bl will decrease — discouraging H (n=3)
production.  Additionally, excited state quenchingll become increasingly
important at highemp. The observed pressure dependence of theerHission

probably reflects competition between all thesea§!.
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Figure 6. 14. Ar and Hemission intensities as a function of total presgu

Figure 6. 15, which compares emission spectra measurea =at75 and 150 Torr,
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illustrates the pressure dependence of the Arilitensities. Apart from the usual
increase in Ar emission intensity at lowgrwe note the broad emission at ~840 nm
(which may be attributable to the, ®hillips system or at least related with some
carbon contained radicals because it can not be iseAr/H, plasma) at highep.
The rising baseline is attributed to blackbody radiafrom the substrate — which
becomes more evident at higher pressure and/orrp&irece H recombination on
the surface of the substrate accounts for the m@jechanism of the substrate

heating, again suggesting that under high power ldgter pressure conditions,

more H atoms are produced.
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Figure 6. 15 Comparison of spectra obtained uatievo different pressureg,= 75 and 150

torr in Ar/H,/CH,4 plasma

The relative concentrations of H(n=1) atoms, caledausing different Ar lines as
the actinometer, all increase wiphas shown irFigure 6. 16, in complete contrast to
the observed Ar* emission intensities. This resulorgly suggests thermal
dissociation as the main channel for H (n=1) prd¢idac Figure 6. 17 also shows a

linear enhancement of,Hlissociation with increasing pressure.
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Figure 6. 16. H(n=1) relative concentrations clatad using different Ar lines as the

actinometer, as a function of total pressure
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Figure 6. 17. Hrelative dissociation fraction as a function dhtgressure.

6.3.2.2. Spectrain the short wavelength range

A typical optical emission spectrum measured in shert wavelength range is

shown inFigure 6. 18. The spectrum shows strong emissions from the khé&a
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series, and the CSwan bands. We also identify weak CHAAX?I1) and H (3p
%.,"-2s %,") emissions. The small peaks at around 400 nm @ssilgy due to

some sputtered products. The Ar emissions unforélynaain not be covered in this

spectrum.
—— 40 sccm CH
B0000 S &
50000 C, Swan Av=0 H
_— “\
= 40000 -
<
=
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=
S 20000 4 C, Swan Av=+1 | H,
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T T T
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Figure 6. 18. Typical emission spectrum obtainedeurthe condition: 1.5 kW input power, 150

torr total pressure and ArfHCH, = 40/485/40 sccm.

The measured emission intensities from the sevpadies (H, Hg, H,, H,, CH and
C,) are plotted irFigure 6. 19 as a function of Cidflow rate. Different sub-groups
of species display quite different behaviours. €&xample, the | Hp, H, and B
emissions all show a “jump” upon adding a small antaf CH,. Several authors
[14. 131 have attributed this to enhancement of electrarsitie theT, seems to change
little on the basis that the,HHg, H, intensity ratio shows little change upon £H
addition. The present experiments are consistet tvése obervations. Asgure 6.
20 shows, the measuredi/H, emission ratio is essentially independent of, @b
rate. The measured,M, ratio Figure 6. 20) may show a small drop at low GH
flow rate, but the Hemission intensity is small and its associatedreguote large

(not least because of its overlap with the CH(Aefhission band). The similar
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behaviour of these emissions suggests that eledtrean chemistry is the dominant
production mechanism for H(n=3,4,5) atoms, and dtactronically excited bt
molecules. CH andfShow very different emission behaviours from the Hj, H,
and H emissions, consistent with thermally dominateddpobion mechanisms;
their respective behaviours show obvious differen¢®mwever. Such differences
parallel those noted in the absorption measurenamisas before, we suspect these
differences to be correlated with their differe@pdndences on atomic hydrogen

concentration.
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Figure 6. 19. Emission intensities of,H, H, H,, CH and G, as a function of CiHflow rate
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Figure 6. 20 K H, and H/H, emission ratios, as a function of ¢Hbw rate

The emission intensities from all of the above sgeshow some increase with
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increasing microwave power (all other discharge ddwns are the same as
“standard” conditions), as shown #igure 6. 21. The calculated {1 H, and H/H,
ratios Figure 6. 22) are mutually consistent, showing a decreasingdties the input
power increases which may indicate that Thedrops as power increases. Another
interesting phenomenon is that the H Balmer semaissions always show a sharper
increase than all other speciesFigure 6. 21, indicating that the excited H atoms are

more sensitive to the input power.
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Figure 6. 21 K Hg, H,, Hy, CH and G emission intensities, as a function of input power
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Figure 6. 22 I H, and H/H, emission ratios, as a function of input power

The effects of increasing total pressysepn the various emissions are summarised
in Figure6. 23. The H,, Hg, H, emissions all show similar trends, first incregsamd

then declining ap is varied from 75 to 150 torr. TheyHH, and H/H, emission
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intensity ratios Kigure 6. 24) are essentially constant however. We have pusWio
argued (fronFigure 6. 14) that increasing leads to a decline ifle. On that basis,
the Hy/H, and H/H, ratios might be expected to decline with incregginr- contrary
to the apparemt independence suggestedmigure6.24. The H emission shows a
similar p dependence to that of Ar (iigure 6. 14), further confirming that b¥
production is dominated by interactions with eleotr. G and CH emissions both
increase withp, which is similar to the behaviour of H (n=1) deténed by
actinometry. In a manner, such behaviour is charetic of species whose

production is dominated by thermal chemistry.
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Figure 6. 23 K Hg, H,, Hy, CH and G emission intensities, as a function of total puess
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Figure 6. 24 Iy H, and H/H, emission ratios, as a function of total pressure
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As Figure 6. 25 shows, varying the Ar flow rate has little effemt the emission
intensities from any of the monitored species. Hmvethe increase of £ZCH and
Hq is still recognizable. The gHH, and H/H, emission ratios are also insensitive to

the argon flow rateFgure 6. 26).
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Figure 6. 26 K H, and H/H, emission ratios, as a function of Ar flow rate

6.3.3 OESprofiling of speciesin Ar/H, andCH4/Ar/H, plasma

In order to map the emission profiles of differepecies in the plasma, two small
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apertures with a spacing of 35 cm are put befoeedytical fiber. The values of
geometry parameters of such a system are showrigime 6. 27. The spatial
resolution thus can be calculated using primaryngeoy theory. For example,

taking the diameter of the second aperture as Ziman,we have

——="=d=11.7cm (Eq. 6. 17)
35-d 2

Thus

1 d 11.7

= = = x=1.94MMm (Eq 6. 18)
x 11+d 22.7

The resolution is around 2 mm.

Similarly, we can also calculate the spatial resotuwhen the second aperture is set
as 1 mm. The result is about 1.63 mm. Recogniziedihite collection angle of the
optical fiber, the resolution should be better thiais. So it is reasonable for us to
claim a resolution better than 2mm when using ES configuration. In the
experiments, the optical emission was measured/&/emm. The price paid for the
good spatial resolution is the very weak light ecled by the optical fiber.
Extremely long “exposure time” had to be used ie #xperiments to obtain

sufficient signal intensities.

Second aperture First aperture
+ v
d Plasma ball center
I v
1-2mm ! St 1 5
i : B I =2 ‘r_n-m ' Spatial resolution x (mm)

I 35cm 11 cm
| - >

Figure 6. 27 Geometry parameters of the spatiafiplved OES configuration

The measured emission profiles of, Hig and Ar (750 nm) in Ar/kl plasma are

shown inFigure 6. 28. The H, and H emissions have a maximum at around 6~8 mm

-179 -



6.3 Results and discussion Chapter 6

above the substrate while the Ar 750 emissions shpeak value much closer to the
substrate (around 3 mm above the substrate) thaaméi H; emissions. The Ar 750
emission has been assumed to come mainly froméb&@n impact excitation of Ar
(3p) (ground state) into Ar (4p), then followingspontaneous radiation from Ar(4p)
to Ar(4s), sedable 6.2. Therefore, the profile of Ar 750 emission maytheught to
provide a good approximation of the electron dgngibfile. However, as shown in
Figure 2.1 (b), the electron temperature distribution has a laygalient near the

substrate, which may also contribute to the meastiremission profiles here.
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Figure 6. 28 Emission profiles of,HH; and Ar (750 nm) in Ar/kHplasma. The flow rate of H

and Ar are 525 and 40 sccm, respectively. The atiseharge parameters are the same as those

under the “standard” condition.

Figure 6. 29 shows the measured emission profiles of CH (43}, kg Ar (750 nm),
H, (601 nm), G (516 nm), and K(656 nm) in Ar/H/CH, plasma under the standard
discharge conditions. Consistent with the CRDS erpantal results, the maxima of
the G and CH emissions occur farther from the subsi@tel0 mm) than Eand

Hs emissions. However, the peaks of the Ar anceiissions appear even closer to

the substrate than those of &d H.
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Figure 6. 29 Emission profiles of CH (431 nmj), Ar (750 nm), H (601 nm), G (516 nm), and

H, in Ar/H,/CH, plasma at the standard discharge conditions
In Chapter 5 when discussing the effect of a smabunt of CH addition, it has
been suggested that the sudden switch of the domioas, from very light K in
Ar/H, plasma to the much heavier hydrocarbon ions in/@tH, plasma, may lead
to a shrinkage of the plasma volume (i.e. the apdistribution of electron density).
The electron density distribution is not easy tasuge directly in such a microwave
reactor. Insertion of a Langmuir probe will charige resonant characteristics of the
reactor and thus may strongly influence the plasifiee microwave interference
method is non-intrusive, but it is difficult to dekie a spatial resolution better than
several millimetres with this technique. OES may dmodther choice to give the
electron information indirectly. However, the plasrolume defined by this method
Is also quite controversial. One may use the tthtehination edge of the glow as the
boundary of the plasma, or one may refer to theribigion of some specific
emissions (e.g. H G, or Ar emissions). However, to ensure that thesesgons
reflect the “true” electron information, their omgtion must be examined carefully.
As discussed irpection 6.3.2, the G and CH emissions are dominated by thermal
chemistry and thus is not suitable for plasma vauthefinition. H emission has
been used by Hassouet al*® to determine the plasma volume. However, H(n=3)

generation is related to the electron impact etionaof H (n=1) and H(n=1)
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production is dominated by thermal reactions. Tiogeg H, emission is influenced
by both the thermal and electron chemistry. In @sitto G, CH and H, the Ar

emission is dominated by the electron chemistry aedce possibly the best
candidate for plasma volume determination (althowgty effect due to the

inhomogeneous electron temperature distributiohstill be included).

The measured emission profiles of Ar (750 nm) iMHArand Ar/H/CH,4 plasmas
under the same discharge conditions (power, presttal flow rate, etc) are shown
in Figure 6. 30 (150 Torr) andrigure 6. 31 (100 Torr). However, these profiles look
similar with and without Cll Especially inFigure 6. 31, no obvious shrinkage of
the Ar emission profile can be observed upon chapdrom Ar/H plasma to
Ar/H,/CH,4 plasma. In addition, a turning point (maximum) the Ar emission
profile is evident at ~3 mm from the substrate writg0 Torr. But no such turning
point can be observed at 100 Torr. The reasonhisr dbservation is still under

investigation.
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Figure 6. 30 Emission profiles of Ar (750 nm) in'lA; and Ar/H/CH, plasmas at 150 Torr

under the same discharge conditions
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Figure 6. 31 Emission profiles of Ar (750 nm) inftA, and Ar/H/CH, plasmas at 100 Torr

under the same discharge conditions
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Figure 6. 32 Emission profiles ofyhh Ar/H, and Ar/H/CH, plasmas at 100 Torr and 150 Torr

under the same discharge conditions

The measured profiles of,Hemission at two different pressures, 100 and &0, T
with and without CH, are shown inFigure 6. 32. There are two things worth

noticing: Firstly, the | emissions show a broader profile under lower presEL00
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Torr) than under higher pressure (150 Torr), wheckxpected because the electron
has a longer mean free path at lower pressurean8k¢ in Ar/H, plasma, the
profile within the region 2.5-6 mm looks quite flddowever, when CHlis added,
the profile within this region become sharper ahd whole profile looks more

symmetric about a y-axis drawn through the peak.

6.3.4 Comparisonsof OES and CRDS measured results

OES can provide a simple and cheap way of diaggqgd@sma. But it is limited in
its ability to give direct information about spexieoncentration, due to the fact that
the emission intensity depends on many detailstaheuexcitation and de-excitation
processes. However, in some cases, it is foundthigaspecies emissions have a
linear relationship with their concentration. Sumdlibrated OES thus can be very
useful. In an early work, Goyette et'H] reported that the £Swan band emission
shows a linear relationship with the absolute €ncentration measured by
absorption spectroscopy in an Ag/BH, microwave plasma under different
experimental conditions. Here, a more detailed amspn of the OES and CRDS

measured results is given.

Figure 6. 44 compare measured,HC, and CH emission intensities with CRDS
column densities of H(n=2), &,v=0) and CH(X, v=0) measured under a range of
discharge conditions. (All these comparison plasuane a common origin on the
respective y axes, but are then scaled to emph#sezeimilarity of the measured
trends). In most cases, the OES data (which depam@slocal excited state number
density) returns a similar trend to that measurgdCRDS (which measures the
column density of the lower energy or ground staié)e disagreement in the
comparison between the dependent FHemission and H (n=2) column density in
Figure 6. 36 possibly is a reflection of the different quenchirates of H(n=2) and
H(n=3) atoms at higher pressure or the differegtores monitored by the OES and

CRDS. In addition, the £and CH emissions show a sharper increase as adonc
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of the input power (se€igure 6. 39 and Figure 6. 43), in contrast to the CRDS
measured column densities. This may be becauséjdebethe increase of the
concentration of €and CH ground states with power, the electron idersdso

increases and can contribute to the enhancemetafd CH emissions.

The good agreement between the OES and CRDS messnireesuggests a cheaper
way in the future to study the chemistry in thetesmas, though it is more or less
unexpected due to the reason mentioned at the rorgif this section. The good
agreement thus presumably implies local equilibribetween the lower states and
the respective excited higher states as a resulef frequent collisions between
electrons and heavy species and also the effieieatgy transfer in these collision
processes. Another thing that needs to be noteddat all these three species,(C
CH and H(n=2)) are “hot” species and concentratedhe plasma ball. For the
“cold” stable species like £1,, CH,; and B, we would not expect good agreement

between OES and column densities measured by CRDS.

6.3.4.1. H (n=2) atoms
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Figure 6. 33. Comparison of OES measurgeéidission and CRDS measured H (n=2) column

densities at different CHlow rates.
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Figure 6. 34. Comparison of OES measurge@idission and CRDS measured H (n=2) column

densities under different Ar flow rates.
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Figure 6. 36. Comparison of OES measurgeéidission and CRDS measured H (n=2) column

densities under different pressures.

6.3.4.2. C,radical
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Figure 6. 37. Comparison of OES measure®®an band (516 nm) emission and CRDS

measured &a,v=0) column densities under different {ftéw rates
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6.3.4.3. CH radical
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Figure 6. 42. Comparison of OES measured CH (43lemission and CRDS measured CH

(X,v=0) column densities under different Ar flowtea
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Figure 6. 44. Comparison of OES measured CH (43lemission and CRDS measured CH
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The OES measured emission profiles of, €H (431 nm) and £(516 nm),
compared with the CRDS measured column densityilgsodf H(n=2), CH(X,v=0)
and G(a, v=0), are also shown Figure 6. 45 (in Ar/H, plasma) andrigure 6. 46
(in Ar/H,/CH,4 plasma). In order to show the comparison cledinky,OES results for
Hq, CH (431 nm) and £(516 nm) have each been scaled by an appropaeterf It

is noticed that, in both conditions (i.e. Ag/And Ar/H/CH, plasmas), the measured
Hq spatial profiles in emission match the absorptioofiles (i.e. the measured
column density profile by CRDS) very well. At firsight, such a result is a bit
surprising. However, considering that both H(n@pportional to the Klemission)
and H(n=2) have very similar “origin”, i.e. theiegeration is closely related with the
electron impact excitation of the H(n=1) atoms, twod agreement between the
OES and CRDS results is not unexpected. In contivatste H, emission profile, the
emission profiles of €and CH in Ar/H/CH; plasma inFigure 6. 46 exhibit a
significant discrepancy from the measured absamppoofiles by CRDS in the
region far £ 13 mm) away from the substrate, i.e. the emispiafiles of G and
CH show a sharper drop than the profiles measuye@RDS there. However, the

agreement between their emission profiles (by O&S®) absorption profiles (by
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CRDS) in the region close (<13 mm) to the substitatks quite good. These
observations can be understood by careful exaromati the origin of the actually
different species detected by OES and CRDS. OE&adh measures the excited
states, i.e. &d) (2.41 eV above the@round state) and CH(A) (2.88 eV above the
CHground state) while CRDS samples the lower statesG (a) (only 0.09 eV
above the gground state) and CH (X) (CH ground state). Asulsed above, the
generation of the lower states; @) and CH (X), is dominated by thermal chemistry.
The excited states, @) and CH(A) are produced mainly through the etect
impact excitation of these lower states, thus theynot only related with thermal
chemistry but also depend on the electron chemistrhe region near the substrate,
the electron density is high and the “electron pungipis frequent enough to ensure
a local equilibrium between the ground and excstiades of heavy species. However,
in the region far away from the substrate, thetedecdensity drops very quickly.
Thus the excited states will decrease fast as ®etlthe gas temperature there could
be still high enough to sustain most of the therate@mistry. So, the species in the
lower states may still have a high concentratiogreh Finally, the species in the

lower energy states have a wider spatial distrdouthan those in the highly excited

states.
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Figure 6. 45 Comparison between OES measuyaghtission profile and CRDS measured
H(n=2) column densities profile in ArfHplasmas under the same discharge conditions
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Figure 6. 46 Comparison between OES measuge@tand CH emission profiles and CRDS
measured H(n=2), £and CH column density profiles in AiCH, plasmas under the same

discharge conditions

6.4. Summary

OES has been used to investigate the behavioussletted species in GHAr/H;
plasmas. Actinometry has also been used to givernmdtion about the relative
concentrations of H(n=1) and dissociation @f Hhe traced species can be classified
into two groups according to the chemistry behinelirt generation: production of
species like Ar*, H*, H(n=2,3) shows an electron dominated chemisthjle others
like C;, CH and H(n=1) show a thermal driven chemistryhe Behaviours of these
two kinds of species vary quite differently witHessted discharge parameters.

The OES measured results are also compared wite thbtained by CRDS. An
unexpectedly good agreement is found, which suggasicheaper method for

studying these plasmas in the future.
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Chapter 7 OES and CRDS diagnostics of Bo,Hg/Ar/H,/CH,

plasmas

7.1. Introduction

P-type doped diamond with good conductivity carableieved by adding boron into
the diamond lattice. The frequently used boron s®was is BHs. Normally it is
diluted in H to several percent and then used as a minor teerstiin the total gas
flow. A lot of work has been done with the aim taild up a relationship between
the diamond film quality, doping rate and plasmeapeeters such as theHg flow
rate (or [B)/[C] ratio), substrate temperature,. €t However, the chemistry in a
BoHe/Ar/H,/CH, plasma is not well studied. Only a few papers tanfound
reporting diagnostics of such boron-containing pias. B4 On the other hand,
boron doped diamond is getting more and more abtefitom people, not only due
to its applications in making electronic and ogdtbavices, but also due to its newly
discovered properties like superconductivity?’ and its large potential in bio-sensor
applications!” 8 No doubt, all these applications lead to a gresgd to produce
high quality, more versatile B-doped diamond angstAn emergent need of fully
understanding the doping processes. Therefore, tailatk investigation of the

chemistry in BHg/Ar/H,/CH4 plasma is very timely.

The previous OES diagnostic studies done by Osiaal &' and Rayar et af!
involved use of a high resolution spectrometer asure BH emissions. Both of
these works focus on measuring gas temperature Btdramission lines. In Osiac’s
work, they choose to measure BH emissionsddsB\r/H, plasma in order to avoid
the contamination from CH EA—X?II) transitions. However, due to self-
contamination in the P branch, only a few linegrfrthe R branch of the BH (A—X)
system were picked out to work ol After comparing the obtain€b,; with the

gas temperature measured fromrbtational structures, a good agreement was found.
But, as mentioned in Rayar et al's paper, this mettncounters trouble when used

in B,H¢/Ar/H,/CH, plasmas, where the CH {A—XZII) transitions will totally

overlap with the R branch of BH tH—X'z*") transitions in the emission spectra.
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Fortunately, the Q branch is not disturbed by CHssions. Also, the convoluted
shape of the Q branch can be sensitive to theantttemperature. Thus they built
up a new method which can be used to measyren B,Hg/Ar/H,/CH, plasmas

based on careful measurement of the Q branch @raxfitl then comparison with the

simulated curves at various temperatures to gebekefitting.

However, there are two limits in these OES expemisieFirst, the direct information

obtained from OES is the rotational temperaturéhefexcited states, while the real
gas temperature will be closer to the rotationatgerature of the ground states.
Thus a thermal equilibrium between BH (X) and BH (Aust always be assumed or
checked. Secondly, the OES cannot give quantitatif@mation about the BH

concentration in the plasma. Both these problenmsbea solved using absorption
spectroscopy. Therefore, new measurements arechéaded on measuring BH (X)

absorption.

Nevertheless, in view of the complexity of theHg-containing plasma, OES is still
a good choice to give some first ideas of the atarestics of such plasmas. Though
the absolute densities of species cannot be obkalye this method, the first
impression on the behaviours ofHB plasma as a function of different discharge
parameters will be achieved. Some important claesbe found to help give a better
understanding of the chemistry about these boramagang “active species”. In the
following experiments, OES is thus firstly adoptetd the emissions from selected
species are measured as functions of differenhdige parameters. After that, the
more sensitive absorption spectroscopy, CRDS, idu® get the rotational

temperature of BH (X), its column density and atsspatial profile.
7.2. Experimental

The experiments in this chapter involve three p®E&S (fixed position), spatially-
resolved OES and CRDS. The OES experimental setuphé fixed position is
shown inFigure 7. 1. There are small differences between this setupthe one
used in the previous OES experiments (fixed pasitia Chapter 6. Before, the
optical system was set to monitor the plasma freenftont window (made of glass
thus not suitable to see emissions in the ultratjobnd the line of sight is

perpendicular to the laser beam in CRDS measuremBotv, in order to measure
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the ultraviolet emission from Boron atoms (249.7)nthe optical fiber (made of
quartz) and the quartz lens were set to monitopthema from a side window (made
of diamond) as shown iRigure 7. 1 and the line of sight thus is parallel to the fase

beam in CRDS measurement.

=

Figure 7. 1 Schematic of the OES experimentailpset

The spatially resolved OES setup is the same dsude in Chapter 6, but when
measuring the B emission profiles, due to the wagkal, an even longer “exposure
time”, 80 s, was used with 3 averages for eachtaja.

The CRDS experimental setup has already been showigure 5.1. The mirrors
and dyes used to measure BH here are the sam®ss ubed to measure CH in
Chapter 5. The B feedstock used here is diluted to be 5% by aBHs MFC
with maximum flow rate 1 sccm was used to contnel flow rate of the 5% B¢ in

H> mixture.
7.3. Results and discussion

7.3.1 OES study of species behaviour as functions of different

discharge parameters

7.3.1.1.Typical spectrum

The typical spectra measured by OES are shown hefgigure 7. 2, the spectra
were measured when the grating was set at the teligdsition. The three spectra
correspond to the conditions of AFKA0/525 sccm), Ar/bCH,4 (40/500/25 sccm)
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and BHe/Ar/H,/CH,4 (0.05/40/500/25 sccm) plasmas at standard pre$$663 orr)
and power (1.5kW) conditions.

— Ar/H_ plasma
] Ar/H_/CH, plasma
i — B,H,(0.05scem)/ArH_/CH, plasma

80000 )

60000 4 \‘

Emission (A.U.)

40000 H

20000 4

RE—

397 05 422.88 ¥~ H

L DL DL DL DL B LI RNL U DL DNNLEN DL DL LR LR DA DL |
380 400 420 440 460 480 500 520 540 560 580 600 620 640 660 630
wavelength (nm)

Figure 7. 2 Typical spectra at “middle” wavelength

Firstly, in the spectrum of Ar/Hplasma, it is worth noting that, besides the
emissions from hydrogen Balmer serieg,(Hg, H,) transitions and H(3p 3z, —2s
3Zg+) transitions, three “strange” lines at 393.7, 39@nd 422.98 nm were also
observed. They were thought to belong to some umknsputtered or sprayed

products from the substrate and would disappeaoas as the CHor B;Hg was
added.

Secondly, the spectra of AdKlCH, plasma and BHg/Ar/H./CH,4 plasma look almost
identical (suggesting that the,Hs addition does not change the chemistry of
Ar/H,/CH,4 plasma much) except for a strong BH emission diné33.2 nm from its

Q branch. Since the BH spectral line is overlappét CH and H in the spectrum
due to the limited resolution of the spectromethg baseline must be carefully
removed in order to get the true BH emission intgn$he “hump” of the baseline
in Ar/H,/CH,4 plasma and BH¢/Ar/H,/CH, plasma is due to black body radiation
from the substrate as discussed in Chapter 6, stiggethat CH addition can
enhance heating of the substrate.
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The spectra at “short” wavelength for the plasmadeu the three conditions are
shown inFigure 7. 3. It can be seen, in AriHand Ar/H/CH, plasmas, no boron

emission is observed, while inBs/Ar/H,/CH,4 plasma, emission from boron 249.8
nm can be easily recognized.

5000
4000 +
3000

2000

Emission (A.U.)

1000 +

—ArH, plasma
—ArH_/CH plasma
— B_H, (0.05sccm)/ArH_/CH, plasma

| ! I ! I ! I
240 250 260 270
wavelength (nm)

Figure 7. 3 Typical spectrum of boron emissiothat“short” wavelength

7.3.1.2.Historigram

(a) Adding BHg into Ar/H, plasma

A purple halo _
(possibly due to BH emission) Halo disappears
is observed when 25 scem CH, is added

I
B,H./Ar/H, plasma B,H./Ar/H,/CH, plasma

Figure 7. 4 Comparison betweegHg/Ar/H, plasma and BH¢/Ar/H,/CH, plasma
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When BHg was added into Ar/Hplasma, a big purple “halo” (possibly from BH
emissions) can be observed around the central pldst, see the left picture in
Figure 7. 4. Due to the small flow rate, it took a very lonmé for BH to reach
equilibrium. In order to give a clearer picture tfis time response, some
historigrams of optical emissions from several gel@ species were recorded after
B2Hes was fed in.

When the BH; is turned on, due to the long path way beforeramgehe vacuum
chamber after coming throughpyls MFC, it is found that the BH signal always
takes a very long time to appear. ($¢gure 7. 5. We turn on BHg MFC att=1275

s, however, BH emission cannot be seen unfil00s, around 12 minutes later after
first introduction of BHg into the plasma.) Then &t2880s, around 28 minutes later
after first introducing BHs, the BH emission reaches a stable value. Suclva sl
time response is perhaps due to the long pathBitdd has to pass before entering
the chamber after crossing the MFC. So, beforaglany measurements, after first
introducing BHg, normally, we wait more than 30 minutes for BHotald up. Later,
when changing Bis flow rate, the change of BH emission can be oleskrv
immediately, with no such long response lag, Bagire 7. 5. Therefore, in the
experiments, normally more than 5 minutes we wait BH to reach a stable

concentration after changing theHg flow rates.
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Figure 7.5 Historigram of addingBs into Ar/H, plasma
In Figure 7. 5, it can be noticed that, as soon ablfbegin to increase, the decrease

of Hg and H emission can also be observed. One explanatiothi®phenomenon
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could be that under our conditions (high [H]zH8 perhaps dissociates into BH
after entering the microwave reactor. Then, the Btdy consume lots of H atoms
by H abstraction reactions to produce BBH etc, thus reducing the density of
excited H atoms as well. However, if we considett thnly a tiny amount of B is
added (the added mole fraction oftf is 0.5*0.05/56544ppm while the H (n=1)
mole fraction in the plasma is more than 30000 ggtimated from Bristol-Moscow
model!), this “huge” change would be surprising.rstover, this explanation can not
account for the fact thatHand Ar emissions (will be shown Bubsection 7.3.1.1)
decrease as well afteplBs addition. Therefore, it is more reasonable tdlaite this
“emission drop” to the change of the electron clstrpisince the mole fraction of
electrons is only about <0.3 ppm estimated from Bnistol-Moscow model (see
Figure 2.17). In addition, BHg addition will cool the hot electrons in the plasbzl
due to the lower ionization energy threshold oHE BHs, BH etc, through the
process as follows:

e (hot) +BH, —2 € (cold) + BH," (R7.

1)

Therefore, though the total number of the electroay increase after,Blg addition,
the number of hot electrons, which, are mainly oesjble for species excitation and
dominate the emissions from species like ArsF H(n=2), are reduced. This is the
most likely reason why finally emissions from thageecies drop a lot when a tiny
amount of BHg was added.

(b) Adding CH into Ar/H,/B,Hg plasma

When adding CHinto B;H¢/Ar/H, plasma, by eye, it can be seen that the purple
halo observed before soon becomes less obvioustefian around the plasma ball
then looked quite transparent, see the righFighire 7. 4. This phenomenon was
also confirmed by the fact that we found, igHB/Ar/H, plasma, it was very easy
(around 70 mins after first introducing,is without CH, present) to get some
polymer film (BHy perhaps) deposited on the top quartz window, whiddily led

to poor microwave power coupling and then makesréwerded K, Hg emission
intensities drift down with time. Some powders ¢iist polymer produced in
BoHg/Ar/H, plasma have already been collected. Their coniposiwvill be
determined in the future. When ¢i$ present, however, no such film deposition on

the top quartz window has been observed even wheHg/Ar/H,/CH,; plasma
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keeps running for more than 6 hours. Such charatitar of the BHg/Ar/H, plasma
hinder us from thoroughly studying its behaviouowgver, it is still possible to
perform some quick measurements pHBAr/H, plasmas.

——CH —BH

2
HB H, CH,in CH, off
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Figure 7. 6 Historigram of adding Glihto B,He/Ar/H, plasma

TheFigure 7. 6 shows the historigram of GHaddition into a BHg/Ar/H, plasma. It

is no surprise that CH and, @missions immediately become strong. Also, as we
observed before (in Chapter 6), when adding, @to H, plasma, the H Balmer
series emissions increase a lot too. However, intrast to these species, the
emission from BH has an obvious decrease. Onelgessiason for this drop is that,

when CH is added, H atoms may be consumed, which will niakesquilibrium of
the reaction

BH,——BH,—> > BH —"—~B

+H, +5H, +5,

(R7.
2)
shift towards the left.

When CH is switched off, some surprising phenomenon ocdtisan be seen that
CH, G, as well as H Balmer series angd ¢imissions immediately drop (no surprise)
but BH has a sharp increase and the peak valuedb imgher even than that in the
B.He&/Ar/H, plasma before! After that, it takes a very lomgdito reach a stable level,
that is almost the same as igHB/Ar/H, plasma before. To show this phenomenon

more clearly, three typical spectra picked at thidkerent times (marked by three
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“star” symbols inFigure 7. 6, corresponding to steady states gHBAr/H, plasma,

in BoHeg/Ar/H,/CH,4 plasma, and a “transition” state inHB/Ar/H, plasma again
when BH emission reaches the maximum after the @ddstock is suddenly
switched off, are shown iRigure 7. 7. The dramatically enhanced emission from
BH Q branch is quite remarkable.

When CH, swich off

BH Q branch suddenly increase B,H, /ArH,
very sharply C, —— B_H,/ArH_[CH,
/ —— CH, off

S
< 20000 -
w
=
2
<
£
|

CH c, He

04 y
p—— i
1 ' I i 1
420 430 540

wavelength (nm)

Figure 7. 7 Typical spectra picked at three défife times: BHg/Ar/H, plasma,
B,He/Ar/H,/CH, plasma, and shortly after Glis off and BH reaches its maximum.

The reason for this huge enhancement of BH emisgsiatill under investigation.

There are still two possibilities: one is that somm&known thermal chemistry makes
BH densities increase a lot; the other is that Ridsities may not change much, but
the electron chemistry has changed a lot, whichllfirresults in this enhancement of
the BH emission. In addition, notice that, thougH,@as already been switched off
when BH reaches its maximum, somgeinissions still can be distinguished in the

spectrum, se€&igure 7. 7, which may imply the enhancement of BH emissioa ha
some links with the Clflow rate.

7.3.1.3.B,Hg flow rate effect

As shown inFigure 7. 5, though BHg flow rate is much smaller than those of KAr
and CH, however, if CH is absent, BHs addition still can influence the Ar/H
plasma a lot. This shows how reactivéHBis in the plasma environment. But, when

25 sccm CH is added into the plasma,Hk seems to lose its “impact” on the

- 203 -



7.3 Results and discussion Chapter 7

plasma. This can be seen from the very small chahg, Hg, Ho, C;, CH and Ar
emissions in Ar/l{CH, plasma after even 0.05 sccrpH is added. Only boron and

BH emissions roughly have a linear dependence eiBiH¢ flow rate. (Sed-igure
7.8 ~Figure7. 10)

o Boron
2500 I
1
2000 I
1
=
< 1500 4
= &
K= 1
0
‘£ 1000
W
500
m]
o+
0.0 0.00 0.01 002 003 004 005 006
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Figure 7.8 Boron emission as a function gfigflow rate. All other parameters are the same

as used in the “standard” condition.
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Figure 7.9 CH, BH, | H,, G, and H,emissions as functions obiBs flow rate. All other
parameters are the same as used in the “standardition.

- 204 -



Chapter 7 OES and CRDS diagnostics oftB/Ar/H,/CH, plasmas

8000

< Ar750
2000 Ar763
v  Ar811
6000
] o
~ 5000 4 g o o
=] J v g v
< v
= 4000
S ]
2
2 3000
£
Lu -
2000
1000 4
o+ 4+
001 0.00 001 0.02 003 0.04 005 0.06

B,H, flow rate (sccm)

Figure 7. 10 Ar emissions as functions gfBflow rate. All other parameters are the same as

used in the “standard” condition.

7.3.1.4.CH, flow rate effect

The CH, flow rate effect on the emission of selected s shown irFigure 7.
11~Figure 7. 13. In addition, in order to show the,lBs addition effect on Ar/kl
plasma in the same figures, the emissions fronteeespecies in Ar/iplasma are
put at the “CH flow rate = -5 sccm”. Figure 7. 11 shows that, when CHis
introduced into BHg/Ar/H, (B,Hes flow rate is 0.025 sccm), the boron emission
increases. Similar behaviour has also been obsemwdd Balmer series emissions,
H, and Ar emissions (sekigure 7. 12 and Figure 7. 13). The reason for such
emission enhancement due to £&tldition has been discussed in Chapter 5. The
sensitivity of boron emission on GHbresence or not suggests the excited boron is
somehow sensitive to the electron chemistry. Furddeitions of CH seem to have
little effect on boron emission though the H Balnasrd Ar emissions show a
decrease after the “first jump”. The latter phennoreis the same as previously
observed in Ar/H{CH,4 plasma in Chapter 6 and is thought to be an effe€t drop.

The effect of CH addition on BH emission is different from all othgpecies
described above (i.e. B*, Hf&), Ar*, H,*). When a small amount of CHs first

introduced to BHg/Ar/H, plasma, instead of the “first jump”, the BH emissi
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shows a sharp decrease. When more; @Hadded, it shows a much “slower”
decrease. One explanation for this is that, tharfedH, possibly consumes a lot of
H atoms, making the equilibrium of reacti7.2 shift left towards BH Therefore,
thoughne increases a lot as GHs added, the reduction of BH has the dominant
effect on the BH emission. Since here, the CH, H Balmer, H and Ar emissions
exhibit the same behaviour as in As/&8H, plasma, it shows that when 25 sccm,CH

is present in the plasma, the hydrocarbon gas wdminate the plasma

characteristics.
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800 4
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= GO0 o
<
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Figure 7. 11 Boron emissions as a function of, @blv rate. The BHg flow rate is set at 0.025

sccm. All other parameters are the same as udée istandard” condition.

In contrast, when a small amount ofH3 was added into the ArAplasma (CH is
absent), the plasma became quite different andgapbrple “halo” occurred as
shown inFigure 7. 4. In addition, inFigure 7. 12 andFigure 7. 13, one can see that
0.025 sccm BHg addition cause the Ar,41H Balmer emissions all to reduce a lot.
This effect is exactly opposite to that observe@mwlH, is added into Ar/kHplasma.
The reason for this, similar to that discussed fgefor CH, addition in Chapter 5,
possibly is due to the change of the electron chiyn{electron temperature and/or
density) when BHg is introduced. The difference, however, foiHB case, is that,

the effect fromT, drop exceeds that from enhancement. Therefore, a weakening,
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instead of enhancement, of the emissions of spedies excited Ar, H, H

(dominated by electron chemistry) are observed.
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7.3.1.5.Ar flow rate effect
Under our experimental conditions, Ar flow rate lsaselatively weak effect on the

plasma. When Ar flow rate changes from 0 to 40 seumobvious changes in boron
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emission can be observed (d&gure 7. 14). However,Figure 7. 15 shows that
more Ar addition increases the emission frogn €H and H Balmer series a bit. At
the same time, BH and,Hemissions seems to drop a tiny bit. The reductb#i,
emission may be explained by the reduction gfgEis input in order to compensate
the increased Ar gas input and keep total flow catestant. Of course, more Ar will
make Ar emissions increase, as showfigure 7. 16. It seems that the Ar 750 nm
(which always is chosen as the tracing line inrmctietry) shows a better linear
relationship on Ar flow rate than the Ar 763 nm atwd811 nm lines. All these

behaviours, except those of B and BH emissions,sarglar to those observed
before in Ar/H/CH,4 plasma.
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Figure 7. 14 Boron emissions as a function ofléw rate
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7.3.1.6.Power effect

Figure 7. 17 - Figure 7. 19 show that emissions from species (like B*, Ar*nHR),
H.*, CH*, and G*) increase with increasing the input power. Thason may be

that, when increasing the power, both the electtemsity and H atom density (see
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Chapter 6) will increase, which then will help geate more excited states and
radicals. Therefore, such an emission enhancenmenibst species is somehow
expected. The BH emissions shownFigure 7. 18 seem not very sensitive to the
power, in contrast to the boron emissiongigure 7. 17. This may reflect the shift

of the reaction equilibrium iiR7. 2. When the power increases, more H atoms are
generated and the reaction equilibriumRaf. 2 will be shifted towards producing
more B, which may make BH densities decrease. autiegative” effect for BH
may just be balanced by the positive effect of #mhanced electron density,
rendering the BH emissions less sensitive than Bedanput power. In addition, H
and H emissions have almost identical trends, which rsaggest the electron

temperature does not change much when varyinqghe power.
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Figure 7. 17 Boron emissions as a function of igmwer
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7.3.1.7.Pressure effect

The species discussed above exhibit different resggoto changes in total pressure,
seeFigure 7. 20 - Figure 7. 22. The CH and gemissions increase with pressure

(Figure 7. 21) while the Ar emissions decrease with presskigufe 7. 22). Such
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behaviours have been discussed in Chapter 6. ®to kemission increases as the
pressure increases then drops when the pressunenbgosery high (e.g 175 Torr).
However, for BH, the “turning” point is much earlithan B. It is around 100 torr.
The H, and H emissions do not show a “turning” point within theessure range
examined in the experiment, which is somehow dffierfrom the previous OES
results shown ifrigure 6.23 but quite similar to the trend of the measured wolu
density of H(n=2) by CRDS shown igure 5.12. This makes us suspicious that
such a difference may come from the different regiononitored by the OES in
these two experiments (here and in Chapter 6).|dtee experiment, in which the
optical fiber was repositioned to monitor the plasimom the front window, verified
such a point, (see in Appendix D). The emissionB8%HfBH* and H Balmer series
are not only influenced by the electron densitied the electron temperature, but
also closely related to the details of the thermeaictions for generation of their
“parent species”’(e.g. B, BH and H ground statek® dccurrence of those “turning”
points in B, BH and H Balmer emissions may be regara result of the competition
between the electron chemistry and the thermal ®@tem When the pressure
increases, on one hand, the drop of the electnmpdeature (thougmme. may still
increase) tends to make species’ emissions wea&erAr emissions as an example).
On the other hand, the collisions between the hepegies become more frequent
under a higher pressure, which favours the theraattions. Thus increasing
pressure can help produce more “parent” specieHBjkBH and H ground states and
hence tends to enhance species’ emissions. Theetibimp between the effects of
the electron chemistry and thermal chemistry fina#isults in the occurrence of a
turning point. However, the pressure at which thising point occurs depends on
many details of the electron chemistry and therchamistry of those species, is thus

not easy to predict.
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Figure 7. 20 Boron emissions as a function of pressure
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Figure 7. 22 Ar emissions as functions of pressure

7.3.1.8.Emission profiles

The spatially-resolved OES experimental setup h@&ady been shown iRigure
6.1 in Chapter 6. Here, the measured emission profifdd,, Hg, H>, CH, G, BH
and B in Ar/H/CH4/B;Hs plasmas are shown Figure 7. 23 - Figure 7. 26.

The profiles shown inFigure 7. 23 and Figure 7. 24 are measured in
B,Hg/Ar/H,/CH, plasma at standard discharge conditions wiHsBlow rate 0.025
sccm. It can be seen that,Rigure 7. 23, the measured profiles of theg,HC,, CH
and H emissions are similar to those observed in AfZH, plasma. However, due
to the extremely long “exposure time”, the meadur, emission is saturated at
intermediated values. The measured BH emissions show a widénldison than
the G and CH emissions, which may suggest that BH régliaee relatively more
stable than €and CH in cold regions. Though a bit noisy, theasuged boron
emission profile inFigure 7. 24 still shows a similar peak center (at ~10mm) &s th
C, and CH emission profiles.

Figure 7. 25 and Figure 7. 26 show the measured emission profiles of selected
species also at standard discharge conditions iatarhigher BHg flow rate (0.05
sccm). The higher Bls flow rate enhances the measured BH and boron emiss
signals and also reduces the errors in measuressiemiprofiles. InFigure 7. 25,
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the measured BH emissions now even exceed the Cidsiems. The profiles
observed under this condition are similar to thimemd in BHe/Ar/H,/CH, plasma
when the BHg flow rate is 0.025 sccm.
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Figure 7. 23 CH, BH, | H,, H, and G emission profiles

in BoHg (0.025 scem)/Ar/H/CH,4 plasma
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Figure 7. 24 Boron emission profile inH (0.025 sccm)/Ar/k{CH,4 plasma
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7.3.2 CRDS study of BoHg/Ar/H,/CH4 plasma

Due to the two limits of the OES discussed at tlegitming of this chapter,
absorption spectroscopy can be the better choigiveomore detailed information
about the plasma. Similar to the studies of AffHH, plasma discussed in Chapter 5,
the spatially resolved CRDS system (already shawhigure 5.1) was also used
here to measure the rotational temperature of BHcolumn density and spatial

profiles.

7.3.2.1.Typical absorption spectrum

As mentioned inSection 7.3.1, the overlap of BH (}*— A') and CH
(XII—A?A) bands is a barrier to using BH spectral linegeb information about
the BHg/Ar/H,/CH, plasma. However, by using laser spectroscopy tqubs, an
extremely high resolution can be achieved, and someontaminated” BH lines can
be identified after careful examination of the mead spectrum. Therefore, as the
first step, it is necessary to pick out the “uneoninated” BH lines. To do this, a BH
absorption spectrum was firstly measured in an #BpHs plasma so as to be free
of the perturbation from CH. Similarly, a CH abgoyp spectrum was measured in
an Ar/H/CH, plasma, thus the influence from BH absorption lbarexcluded too.
Then, the absorption spectrum in theHBAr/H,/CH, plasma was recorded and
compared with the spectra obtained before in théHAB,Hs and Ar/H/CH,
plasmas. Finally, the “uncontaminated” BH lines bandentified.

The measured BH lines in,Bg (0.025 sccm)/Ar/H plasma under the “standard”
discharge condition are shownkigure 7. 27. These lines belong to the R branch of
BH (A-X) (0,0) band. It is noticed that the strofiBH rotation line is always
accompanied by a weak line from its isotopologdH. The ratio should be about
4:1 according to the abundance'd® and'%B in nature. However, due to strong
absorption, the rotation lines 8BH from R(8) to R(13) are more or less saturated
(though the isotop&BH lines are still fine). For these saturated iotal lines, the
intensity ratios of-'BH and°BH are much less than 4:1. So, in the experiments,

attention must be paid to avoiding the use of saddrlines for calculation.
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Part of the measured spectra in the AlGHH; and BHg (0.025 sccm)/Ar/HICH,4
plasmas under the “standard” discharge conditiosh@®wvn inFigure 7. 28. It can
be seen that, the BH lines can be divided intoetlitasses: not contaminated (NC),
partially contaminated by CH (1,1) hot band (PCJl aotally contaminated (TC).
Twelve pairs of 'BH and'°BH rotation lines within the range of 23287~ 23%5h3"

are examined and classified by this method. Thalteeare summarized ihable 7.1
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Figure 7. 27 BH rotational spectra measured bpEkh the BHg/Ar/H, plasma.
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Figure 7. 28 Comparison of CRDS measured speanttaé CH/Ar/H, (black) and
B,He/CH4/Ar/H (red) plasmas. The BH lines (not contaminatedjgisr contaminated by CH

(1,1) hot band and totally contaminated) are marked
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Table 7. 1 BH rotational lines and their status

Transition Wavenumber (ci) Status
R(8) 23291.10 PC
R(9) 23314.69 NC

R(10) 23337.91 NC
R(11) 23360.65 TC
R(12) 23382.82 PC
R(13) 23404.31 NC
R(14) 23425.02 TC
R(15) 23444.80 PC
R(16) 23463.54 NC
R(17) 23481.10 NC
R(18) 23497.31 PC
R(19) 23512.02 NC

Note: hereNC: not contaminated;C: partially contaminated antC: totally contaminated

7.3.2.2.Calculation of the rotational temperature of BH

The measured structure of the BH rotational lires grovide information about the
rotational temperature of BH ground staf; (. Under high pressure, due to high

collision frequency and the low excitation energy] energy transfer for BH is very
efficient. Thus, the rotational temperature of ®8id ground state can be a good
approximation of the real gas temperature.

Here, we calculatd& *

. by following the procedure described in Ragamls paper
" One thing needing caution is that, in Rayar'sepathe deduced formula are for

emissions while here we need to consider absorption

The intensity of the rovibronic absorption linespi®portional to the population in

v',J

the lower level,N and the corresponding transition probabiliBj,:.}., which

n"o"J"

is the EinsteirB coefficient for the transition from the lower eggtevel (n",0",J ")

to the upper levelr{’,v',J"), i.e.
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|7 TNy X B2 (Eq.7.
1)

The EinsteinB coefficient can be converted into the correspogdircoefficient by

the relationship

9 1 .
Bn NN _Supper Gi n",u ‘:J . E '7'
n"ov"J" glower 87mc»~\4; v"J ( q

2)
Here, g,,,. @nd g,,,., are the degeneracy of upper and lower level, otsedy, and

v is the wave number of the corresponding transitigfy.}. is the spontaneous
emission coefficient, which is determinedbg. 7.3
oy _ BT e o
RUANE n !
3h 231
3)

(Eq.7.

whereJ”’ is the angular momentum quantum number of thedorotational level.
S,S v is the line strength for this transition. As dissed by Osaiet al, Bl the
perturbations caused by interactions between el@ctrand nuclear degrees of
freedom are very small, thus can be neglected. d\abatic approximation can be
made. A dependence of the line strengths on tiai@doal quantum numbers can be
factorized by integration over the angular variabl€hus, the line strength can be

expressed as follows:

nw'\J' — ' "2
St = RS H,. . (Eq.7.
4)

Here, H,. ;. are the Honl-London factors, arR].;.”. are the matrix elements of the

dipole moment on the electronic and vibrational evdanctions of the upper and

lower states. Its square can be written in the form

nu J ‘ — ‘ ‘ (Eq7

5)
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Here, v is Franck-Condon coefficient, arhaf.fz is the electronic transition

probability.
For simple cases, the Honl-London factors only ddpan the type of the electronic
transition, likeX —=, [I—%, II—A, etc. Thus, for the case of BH X — A')
transitions, the Honl-London factors can be writhsn

J' forJ"=J+1 (P branch

H, ;. =¢23J+1 forJ"=J" (Qbranch (Eq.7.
J'+1 forJ"=J-1 (R branch

6)

In addition, according to the Boltzmann distribatiove have

E. ;.
Ny 0(23"+1) exp{—;_’—”)fj (Eq.7.
rot
7
Here, E,.,.,. is the energy of the lower level relative to tloevést statesn('=0,
v’=0, J'=0), T is the rotational temperature of the ground StAtes.

Combining all these equations (iEeqs.7.1~7.7), the absorption line intensity can be

written as

1 R TR | 24%1

- g -
[ MO ON X PR W = T N L X Tx AN

T G BTNGY MY grhed T 23w Y

E. - - o

=L x@i1yexg- e |x 20 1, BT 05 S (Eq.7.

87hcV’ L 2J%1 3hé 2J%+1

8773 En"u"J" n'v',J'
=——eXp ——=~ Wy

3h%c* p( L5 j o
8)
So,

I09%0) Epye s
—ln| =0 0L (Eq.7.
[ Snu:]] " ] -I;c))(t

9)
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From this equation, the rotational temperafTfe can be finally determined.

In our calculations, the selected absorption lineme from the samen’(v')—
(n”, v") transition, onlyJ andJ” are different. Sinc#Rﬁ‘.ﬁ:Zﬁ:jﬂ.‘z is only dependent on

n’, v .andn”, v, according toEq. 7.4~7.7, for the R branch, we have

Sr’]‘.'.',‘lj'.'.j'.. 0 (J3'+2) (Eq.7.
10)
Thus,
|me Y B L
—|n| £ g —neld (Eq.7.
( J +1J T
11)

n'wv'J'

Plot of the measurefh (ﬁ} in Ar/H,/B2Hg plasma against the valuesgf. . ;.

found from Pgopher is shown iRigure 7. 29. In order to totally get rid of the
saturation effect, the weak isotope lines fréfBH instead of''BH are used,

assuming it has the santg,,.,. as "BH. A temperature of about 2500 K is

obtained in the BHg/Ar/H; plasma.

904 o Exp
1 Linear fitting
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Figure 7. 29 Boltzmann plot of R branch*®H (X'z*— A1) (0,0) transitions in Bg (0.025

sccm)/Ar/H, plasma under the “standard” discharge condition.

When CH is added into the Blg/Ar/H, plasma, the BH absorption drops a lot. Thus,
the saturation effect is not as serious asJdgB\r/H, plasma. However, due to the
overlapping between CH @K—AZ?A) and the BH (X-A) R branch, only the few
uncontaminated BH lines ihable 7. 1 are usable. The rotational temperature of BH
determined using these absorption lines in thdsB\r/H,/CH,4 plasma is shown in
Figure 7. 30. The temperature obtained is around 2800-3200 Iktlehigher than
that measured in the,B¢/Ar/H, plasma (~2500K). This value is very close to the
rotational temperature (~3000 K) of Gbtained before in Ar/fMiCH, plasma. The
difference of the BH rotational temperature in tBgH¢/Ar/H, plasma and
BoHg/Ar/H,/CH, plasma could be true due to the reasons as fall&wstly, in
BoHg/Ar/H, plasma, some BH may distribute in the cooler negide. not
concentrated in the plasma ball). The measuredgtibaorptions, which resulted in
the serious saturations for some BH lines, coul@ esult of the much larger line
strength of BH at low temperature. This is consisteith the observations of the
purple halo in BHg/Ar/H, plasma; Secondly, CHaddition seems not only to
“destroy” the BH but also to “drive” them into th@asma ball. This is also
consistent with the observations that, when, @GHadded, the purple halo disappears

and the region remaining around the plasma bathines very clear, not foggy at all.

To understand this, one needs to re-examine the istrignof boron containing
species. Here, we follow the reaction mechanisngesigd in Comerforeét als
paper” In B;H¢/Ar/H, plasma, the reaction equilibriuRy. 2 is established. When
the CH, is added, as mentioned before, the reactions leatwgdrocarbon species
and H atoms will consume lots of H atoms. In theleoregion, H atoms will be
depleted quickly, shifting the reaction equilibriumR7. 2 towards the left. In the
hot region (i.e. in and around the plasma ballg t still relatively high H atom
concentration and also the high gas temperatueerection equilibrium oR7. 2
can be sustained. Though the BH concentration nms&y @lop, the measured BH
absorption now is mainly from the BH in the hotiogg Thus, the measured BH
rotational temperature is now much higher than itmd,Hs/Ar/H, plasma but quite

close the previously measured iGtational temperature in GHAr/H, plasmas. Such
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an explanation can be further tested by measuhegDioppler broadening of H
absorption in Ar/H and BHg/Ar/H, plasma. If the K linewidths in these two
plasmas are similar, it will give strong support dar discussion above. If the
explanation is true, it can be seen that the H atpilay a very essential role in

“tuning” the boron reaction equilibrium.

T=3180 K

In(lf(J'+1))

R(17)
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2000 3000 4000 5000 6000 7000

Energy (K)

Figure 7. 30 Boltzmann plot of R branch*tBH (X'z*— AI) (0,0) transitions in B1¢(0.025
sccm)/Ar/H/CH,4 plasma under the “standard” discharge condition.

7.3.2.3.Calculate BH column density
Similar toEq. 5.3 used in the calculation of the, Column density in Chapter 5, the
column density of BH can be worked out by the fwilog equation

SUC 4ni
DBH(x,u:O) :[BH(X,U:O)] Deﬂ _ _O7NIL  Qiower AL

=— [ Dkdv=—
A Abop ngpEI’ A Abo p

,gpec (Eq.7.

12)
Here,L is around 84 cmAgois ~7.86x16 s™. The Pgopher coefficieqtis calculated
to be 0.017633 for the selected BH R(10) transiéfter assumindy ~ 3000 K.

The measured BH R(10) lines used for BH column dgmigtermination are shown
in Figure 7. 31. The reason for choosing these lines is due to thkatively better
signal-noise ratio. Although suffering a saturatedfect in BHg(0.025 sccm)/Ar/H
plasma, as shown iRigure 7. 27 andFigure 7. 29, the measuret’8H and*'BH
R(10) lines in BHg (0.025 sccm)/Ar/k{CH, plasma under the standard discharge
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condition show that saturation effects are negléegibee Figure 7. 31. However, in
the following experiments under different dischaogaditions, the measured ratio
of 'BH R(10) and"®BH R(10) in BHe/Ar/H,/CH,4 plasmas is always between 3~4,
which warns that some saturation effects may Iséilpresent. Thus, a further repeat
of these measurements by choosing a weaker bunhtamomated BH rotational line
(e.g. R(13) or R(16)) is needed. In the followirgctoons, as some preliminary
results, the column densities 9BH and*°BH, calculated from the measur&tBH
R(10) and'®BH R(10) absorption lines are given, as functiohdifferent discharge
parameters like power, pressure, LHow rate, etc. For convenience, to allow
estimation of the possible influence of the sataraeffects, the calculated column

densities of 'BH and'°BH are always plotted in the same graph.
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Figure 7. 31 The measured BH R(10) absorption lim&3Hgs (0.025
sccm)/Ar/H/CH,4 plasma under the “standard” discharge conditior. rEfio of the
areas covered by these two lines, 'BH R(10) and®BH R(10), is ~ 4:1.

7.3.2.4.B,H¢ flow rate effect

The measureBH and*°BH column densities (assuriig; ~ 3000 K) are shown in
Figure 7. 32. Their ratios are close to 4:1 except when thdsHlow rate is 0.05
sccm. Both of them show a nearly linear increagé ®,Hg flow rate, which is
consistent with OES results Figure 7. 9. At the same time, CH column densities

seem not to change much as th&lBflow rate increases (séegure 7. 33), which

- 225 -



7.3 Results and discussion

Chapter 7

suggests that fBlg addition has only a small effect on a pre-exist&nt,/CH,

plasma under the “standard” discharge condition.

Column density (cm™)

Figure 7. 32 column densities 8BH and'®BH as functions of BH flow rate
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7.3.2.5.CH, flow rate effect

When a small amount of GHs added into BH¢/Ar/H, plasma, the measurétBH
and *®BH column densities both first show a very sharppdand then decrease
slowly as the CHiflow rate increases. It is worth noticing thattle calculation of
the BH column densities inBg/Ar/H, plasma (i.e. 0 sccm GHcondition), a
different rotational temperaturé@,,; ~ 2500 K is assumed (while under other
conditionsTy is still be assumed to be 3000 K). Even so, theutzted'BH column
density in BHe/Ar/H, plasma still underestimates the “real” value doethe
saturation effect. However, absorption from tf&gH has no such saturation problem
and thus provides a confirmation of the trends mjive the measuredBH data. The
first sharp drop could be partly due to the quiekréase of BH in the cooler region
when CH consumes a lot of H atoms and cause the reaRidhequilibrium in that
region to move to the left. The further slow deceeas more Cllis added, is
perhaps related to some thermal reactions occumitige plasma. The decline in BH
may be due to its reaction with hydrocarbon speaids further shift in equilibrium
of R7.2 on account of the reduction of H atom density. frfeasured BH behaviour
as a function of the CHlow rate is also consistent with the OES obseovatirhe
CH behaviour is similar to the previous observatioir/H,/CH, plasma and thus
will not be discussed again here.
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Figure 7. 34 Column densities'dBH and'°BH as a function of CiHflow rate. For the
conditions of 0 sccm CHlin order to convert the measured BH absorpticcotomn densities,

theT,q: is assume to be 2500 K. For other Qldw rate conditionsT,,: is assumed to be 3000 K.
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Figure 7. 35 CH column densities as a functio@ldf flow rate

7.3.2.6.Power effect

When the input power increases, the measured cotlemsities of'BH and*°BH
show a moderate decrease. The chand®f is even less obvious (s€égure 7.
36). The drop of BH may come from the following fagthen more power is
introduced, more H atoms are produced, which mahgbe equilibrium between
the BH; species (reactioR7.2) from BH to B. So the B atom densities shall bense
to increase as the power increases but BH densit@s Such an explanation may
also account for the sharp increase of the borosstéoms inFigure 7. 17. The CH
column densities increase as power increases,Fsg&e 7. 37. Again, this
observation is consistent with the results obtaipexVailing in Ar/H/CH,4 plasma

before.
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Figure 7. 36 Column densities ©BH and'BH as functions of input power
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Figure 7. 37 CH column densities as a functiompiit power

7.3.2.7.Pressure effect

The measured column density’#H shows a turning point at 125 Torr, eigure
7. 38. However, the'®BH column densities show no obvious change when the

pressure varies from 75 Torr to 175 Torr. Accordinghe previous analysis, the
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BH ground states, unlike its excited states, shdwmd dominated by thermal
chemistry. Therefore, this turning point somehowk®auite suspicious, and is
possibly due to the saturation effect. A furtheraswe@ement performed under the
same conditions but with a clearly unsaturated tspleline is required. Again, the

CH column densities iRigure 7. 39 show a similar trend as in ArglCH, plasmas.
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Figure 7. 38 Column densities'0BH and'°BH as functions of pressure
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Figure 7. 39 CH column densities as a functiopressure
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7.3.2.8. Ar flow rate effect

The effect from Argon flow rate has also been exaahjrbut it is found to have
minimal effect on the measured BH and CH columrsd&s (sed-igure 7. 40 and
Figure7. 41).
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Figure 7. 40 Column densities'8BH and'°BH as functions of Ar flow rate

8.00E+012 4 = CH
7.00E+012 -
6.00E+012 -

5.00E+012 A

L]
HH

4 00E+012 4

3.00E+012 A

Column densities (cm™)

2.00E+012 H

1.00E+012 — 77—
0 10 20 30 40 50

Ar flow rate (sccm)

Figure 7. 41 CH column densities as a functioArflow rate
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7.3.2.9.Profile

The measured column density profiles'&H, *°BH and CH radicals under the
standard discharge conditions withH3 flow rate 0.025 sccm, are shown together in
Figure 7. 42. It can be seen that BH has a much flatter aneémdiistribution than
CH, which, again, confirms that, the BH radicateatively stable in cooler regions
in contrast to species like;QCH and H(n=2). Moreover, iRigure 7. 43, the CRDS
measured profile of BH column densities exhibit acimwider distribution than the
BH emission profile measured by OES. As discusseéchiaipter 6, such a difference
comes from the fact that the distribution from OB&&asurements is a convolution of
the spatial distribution s of BH(X) amg.

= CH o B"H
7 .00E+012 . gey 75O00E-01
6.00E+012 4 i LI | 4 5008011
2 L
. 5.00E+012 4 ]
' ¥ 4 40024011
= ]
g <00E+012 @ L]
= 4 30024011
E 3.00E+012 - . . L
o=y
£ B Enﬁ g gfEcg mfEE 12002011
3 2.00E+012 A g .o 2o g8, _ ¢ o
3 ;0" g?o =
a
a 4
1.00E+012 - T L 1.00E+011
TEPPLIS LEA A
s2ogcoia ol -
0.00E+000 £ == s 0.00E+000
0 5 10 15 20 25
d (mm)

Figure 7. 42 The CRDS measured column densitfiesaf CH,'BH and'BH
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7.4. Summary

Both emission and absorption-based spectroscopibang, with spatially-resolved
abilities, have been applied to investigate the gasse chemistry prevailing in the
BoHg/Ar/H,/CH, plasma used for CVD of B-doped diamond. ThoughRhand P
branches of BH are totally mixed with CH in the O&fectra, the Q branch still can
be recognized and thus can be used to monitosgigsies in OES. The absorption
spectroscopy used here, i.e CRDS, has much higketution than the OES. Thus,
the detailed rotational structure of BH and CH dam distinguished. Though
seriously “contaminated” by the CH {M—AZ?A) (0,0) and (1,1) bands, some
“uncontaminated” BH rotational lines still can beicked out” after careful

inspection of the spectra.

It is found that even very small amounts gHB can have a significant effect on
Ar/H, plasmas, leading to an obvious drop of H Balmer,aHd Ar emissions.
However, when 25 sccm GHs added, the Bis seems to lose its impact on the
plasma. Now the plasma characteristics are dondnlayethe CH. Varying BHs
flow rate can change the densities of some boraomagung species like B and BH,
but it has little effect on the other species li&g CH and excited H atoms. The

behavior of these species is still similar to thatr/H,/CH, plasmas.

The hydrogen atoms seem to play an essential rolétuming” the reaction
equilibrium of boron-containing species. Due todiferent thermal and chemical
properties from CH and £the BH species can distribute into the cooleiareg
which results in very strong absorptions and ewead Ito some of the BH lines
(measured by CRDS) being saturated gH#Ar/H, plasma. In BHg/Ar/H,/CH,
plasma, the depletion of H atoms due to reactia Wydrocarbon species in the
cooler region cause the BH radicals now to be mpaiahcentrated in the hot region.
Such an adjustment of BH spatial distribution ressuh a sharp “jump” of the
measured BH rotational temperature frosHBAr/H, plasma to BHe/Ar/H,/CH,

plasma.

Although the signal-noise ratio is the best, usBRDS to measure the strohBH
R(10) transition suffers saturation effects unaeneg conditions. This saturation will
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lead to an overestimation of the measured rotatidemperature of BH in
B,Hg/Ar/H, plasma and also make the explanation of the meddt! behaviour as
functions of discharge parameters inHg/Ar/H,/CH, plasma a bit less secure.

Therefore, further careful measurements of BH aligwrpnerits attention.
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Chapter 8 Overview and Perspective

8.1. Overview

In this thesis, the chemistry occurring in both CHJ/Ar/H, and B;Hs/CH4/Ar/H;
plasmas has been investigated using various diagnostics such as QCL diode laser
absorption spectroscopy, CRDS, and OES including actinometry. In order to give a

reasonably clear picture, a short summary will be made here.

When an Ar/H; plasma is firstly ignited, the electrons pick up energy from the
microwave electromagnetic field. Then, through collision with the heavy particles,
the electrons transfer their energy to the heavy particles, causing them to become
excited, dissociated or ionized. Especially, through electron impact excitation, many
H, are vibrationally excited. Such processes are very efficient. When these energetic
H, collide with heavy species, the vibrational energy can be released and converted
to the thermal energy through so-called “V-T” relaxation, thus elevating the gas
temperature. Under our “standard condition”, the gas temperature is around 3000 K.
Such high gas temperature also drives the thermal dissociation of H,. Therefore,
under our high power density conditions, the thermal dissociation becomes the major
channel for H production (instead of electron impact dissociation of Hy). Lots of H
atoms are thus produced. They are not only abundant in the plasma ball but also have

a relatively high concentration in the cooler regions of the reactor.

When a small amount of hydrocarbon is added, firstly, in the cool region, due to the
relatively high [H] but low gas temperature, the hydrocarbon species tend to become
CHy,, the most stable C1 species, by a series of H-addition reactions (or in the case of
C2 species, following a C2—C1 dissociation). When such processed CH, diffuses
into the hot plasma region, the high [H] and high gas temperatures favour the

hydrocarbon species C,H,. The CHy is thus converted into C,H, there by a series of
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H-abstraction reactions together with a self-reaction between C1 species. The
acetylene product then diffuses to the cooler regions, where the high [H] and
relatively low gas temperature encourage conversion of C,H; into CH4. As more and
more hydrocarbon gas is added, the H atoms in the cooler regions will be depleted
and now the acetylene product can survive. However, since the favoured
hydrocarbon species in the region of the plasma ball is always C;H,, the plasma
chemistry is not sensitive to the original choice of the hydrocarbon feedstock.
Actually, when using the same carbon flow rate under the same discharge conditions,
the CRDS measured C,, CH and H(n=2) profiles show that the plasmas produced
from the CH4/Ar/H; and C,H,/Ar/H, gas feeds are essentially the same.

Even small additions of CH, into Ar/H, plasma can result in an essential change in
the charge particle chemistry because of the very low ionization degree in moderate
pressure Ar/H, plasma. When CHy is added, it will firstly be converted into C,H>
before entering the plasma. Since C,H, has a much lower ionization threshold energy
than H,, the dominant ions immediately change from H3" to hydrocarbon ions such
as CoH," and C,Hs". This process is somewhat like a phase transition. The electron
impact ionization of hydrocarbon species will increase ne, but will also generate lots
of cold electrons and tends to lower T.. The compromising effect of increasing n. but
lowering T normally leads to a reduction of those excited states in the plasma whose
generation is dominated by electron impact excitation. So the emission intensities
from such species tend to drop. However, notice that the new ions have a much
bigger mass than Hs™ and thus the “switch” in major ions upon CH,4 addition also
causes a big change in the ambipolar field, which dominates both electron and ion
losses in the plasma. Now the electrons and ions are confined by the ambipolar field
more “tightly” and the plasma volume (determined by the electron density
distribution) shrinks. Then the power density becomes higher and further enhances
the electron density. This finally leads to generation of more excited states and
enhanced emissions. Introducing more CH, into the plasma will not change the
“major ions”, and thus will not influence the ambipolar field or plasma volume much.
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However, due to the low ionization threshold, more CH, addition will continue to
increase the electron density and cool the electrons. Because of the near exponential
dependence of excited state densities upon electron temperature, all the emissions

will decrease.

The C; and CH radicals are produced by H abstraction reactions, and their emissions

are more sensitive to the thermal chemistry.

The excited H atoms are mainly generated from direct electron impact excitation of
H ground states and their emissions are determined by the competition of ne, Te and
H (n=1). As the H(n=1) density is determined mainly by thermal dissociation, the
emissions of excited H atoms are not only sensitive to the electron properties but

also sensitive to the thermal chemistry.

The Ar* and Hy* species are mainly formed through electron impact excitation, thus

their behaviour closely follows the electron properties.

Addition of a small amount of B;Hg into an Ar/H, plasma also has a significant
influence on the plasma properties. However, in contrast to the case of CH, addition,
its effect tends to reduce the densities of excited state species in the plasma. A big
“purple halo” is visible on the top of the plasma ball, which indicates BH is not as
“hot” as species like CH or C; and that its distribution extends further into the cool
region. The BH in B;H¢/Ar/H, plasma also exhibits a bit lower rotational
temperature (around 2500 K). However, when CH, is added as well, the plasma
properties is dominated by the methane. All the species (except boron-containing
species like BH and B) show behaviour very similar to that observed in CH4/Ar/H;
plasma. The measured BH densities decrease with increasing CH4 flow rate. The
purple halo disappears. In addition, the measured BH rotational temperature in
B,He/CH4/Ar/H, plasma is around 3000 K, consistent with the measured C;
rotational temperature.

- 239 -



8.2 Perspective Chapter 8

8.2. Perspective

Though many experimental results have been reasonably explained, there are still
several phenomena that need further examination. For example, the measured H,
Doppler broadening corresponds to a temperature of 4700K, much higher than the
measured C, rotational temperature. We have checked that such over-broadening is
not an effect due to Ar, wavelength calibration or power broadening. It is suggested
that Stark effect, due to average microwave field, may make some contribution. If
that is true, such over-broadening should be more serious for Hg and H, transitions. A
high resolution monochrometer can be used to measure their Doppler linewidths and

thus provide further insight into this over-broadening.

For the boron chemistry study, the very low rotational temperature measured for BH
in BoHe/Ar/H; plasma may be due to the contributions from BH radicals distributed
in the cool region, while the gas temperature in the plasma still remains high. To
verify this, we need to compare H, or Hg Doppler broadening in Ar/H, and
BoHe/Ar/H, plasma. In addition, measuring boron atoms as functions of different
discharge parameters by CRDS will provide more valuable information about the

boron chemistry.

Work of this thesis has established many of the strengths and potential limitations of
OES, CRDS and QCL diagnostics as applied to diamond growing plasmas. These
techniques could each be used to explore a wide range of growth environments. For
example, there is still considerable uncertainty as to whether nanocrystalline (and
ultra-nanocrystalline) diamond growing from plasmas containing much high C/H
ratios involves similar, or different, chemistry. The gas phase diagnostic methods
addressed in this thesis are ideally suited to address such questions. Similarly, in the
context of microcrystalline diamond CVD, there is renewed interest in growth from
CH4/CO; mixtures. Again, all of the aforementioned techniques should be able to

provide detailed, quantitative diagnoses of the gas phase chemistry and composition
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involved in such growth and provide rigorous test of future models of the relevant
gas phase chemistry. For example, to probe CHs; and CH; will be important for

testing on-going gas-surface chemistry modelling.
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Appendix A Reactions in Bristol -Moscow Model

Table A. 1 Reactions in the model and their reacton rates at three positions along the central axis

Reactions d=1.2cm d=3.6cm d=4.6 cm
H(3)->H(2) 7.97E+13 9.34E-14 2.96E-34
H(2)->H 5.84E+15 2.45E-07 2.99E-26
H(3)->H 1.81E+12 2.12E-15 6.73E-36
H2*->H2 3.75E+15 4.12E-11 6.79E-30
Ar**->Ar 3.39E+13 4.37E-13 9.60E-32
H+H+H2->H2+H2 1.35E+18 1.53E+17 3.68E+14
H2+H2->H+H+H2 2.31E+19 1.71E+15 1.75E+08
H+CH->C+H2 1.27E+19 2.36E+17 3.09E+11
C+H2->H+CH 1.27E+19 2.06E+17 4.87E+11
H+CH2(S)->CH+H2 1.15E+18 5.48E+16 1.09E+12
CH+H2->H+CH2(S) 1.16E+18 5.19E+16 5.19E+11
H+CH3->CH4 1.22E+17 2.03E+18 2.02E+17
CH4->H+CH3 2.02E+18 2.35E+16 9.22E+10
H+CH4->CH3+H2 6.17E+19 7.82E+19 2.91E+18
CH3+H2->H+CH4 6.36E+19 7.59E+19 3.03E+18
H+C2H2->C2H3 9.76E+16 1.04E+18 3.23E+17
C2H3->H+C2H2 9.81E+17 7.85E+17 3.97E+16
H+C2H3->H2+C2H2 1.55E+18 4.70E+17 2.74E+16
H2+C2H2->H+C2H3 2.64E+18 6.95E+15 1.06E+11
H+C2H4->C2H5 2.59E+13 3.29E+15 1.71E+17
C2H5->H+C2H4 3.96E+14 1.31E+16 3.66E+16
H+C2H4->C2H3+H2 3.86E+18 1.63E+18 2.40E+17
C2H3+H2->H+C2H4 4.09E+18 1.42E+18 4.94E+17
H+C2H5->H2+C2H4 5.09E+13 5.50E+14 1.37E+15
H2+C2H4->H+C2H5 5.67E+13 1.55E+12 3.04E+09
H+C2H6->C2H5+H2 2.21E+14 2.31E+16 6.63E+16
C2H5+H2->H+C2H6 4.14E+14 3.40E+15 2.25E+16
C+CH2->H+C2H 6.16E+14 3.70E+13 3.33E+06
H+C2H->C+CH2 1.05E+15 2.12E+09 6.10E-02
C+CH3->H+C2H2 3.88E+15 2.90E+15 6.99E+10
H+C2H2->C+CH3 6.65E+15 1.56E+11 4.90E+02
CH+H2->H+CH2 5.44E+19 5.74E+18 2.14E+14
H+CH2->CH+H?2 5.45E+19 5.80E+18 2.09E+14
CH+CH2->H+C2H2 3.85E+14 1.55E+13 6.85E+05
H+C2H2->CH+CH?2 6.53E+14 7.74E+08 1.93E-02
CH+CH3->H+C2H3 1.82E+15 9.13E+14 1.08E+10
H+C2H3->CH+CH3 1.83E+15 2.90E+12 3.10E+07

(To be continued)
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CH+CH4->H+C2H4 2.43E+15 7.99E+15 4.50E+12
H+C2H4->CH+CH4 2.39E+15 2.81E+13 6.53E+09
CH2+H2->H+CH3 4.70E+18 6.97E+17 1.48E+14
H+CH3->CH2+H2 4.65E+18 7.41E+17 3.76E+14
CH2+CH2->H2+C2H2 8.57E+15 5.67E+14 1.00E+08
H2+C2H2->CH2+CH?2 1.46E+16 2.80E+10 2.90E+00
CH2+CH2->H+H+C2H2 1.26E+15 9.19E+13 1.90E+Q7
CH2+CH3->H+C2H4 1.00E+16 2.87E+16 9.87E+12
H+C2H4->CH2+CH3 9.54E+15 1.03E+14 1.41E+10
CH2(S)+H2->CH3+H 2.96E+19 1.11E+19 1.06E+16
CH3+H->CH2(S)+H2 2.95E+19 1.13E+19 1.25E+16
CH2(S)+CH3->H+C2H4 3.97E+14 5.44E+14 1.08E+11
H+C2H4->CH2(S)+CH3 3.81E+14 1.87E+12 7.13E+07
CH2(S)+CH4->CH3+CH3 3.55E+14 3.18E+15 3.00E+13
CH3+CH3->CH2(S)+CH4 3.65E+14 3.13E+15 3.69E+13
CH3+CH3->C2H6 2.75E+13 2.14E+16 2.29E+16
C2H6->CH3+CH3 2.17E+14 1.97E+15 8.07E+12
CH3+CH3->H+C2H5 4.05E+15 4 55E+16 6.89E+14
H+C2H5->CH3+CH3 3.50E+15 5.48E+16 1.73E+17
C2H+H2->H+C2H2 1.07E+21 1.76E+19 2.50E+15
H+C2H2->C2H+H2 1.07E+21 1.76E+19 2.44E+15
H+H->H2 6.94E+16 3.63E+15 1.19E+13
H2->H+H 1.19E+18 4.07E+13 5.63E+06
H+CH2->CH3 8.44E+15 4.75E+15 8.23E+11
CH3->H+CH2 1.43E+17 5.66E+13 9.96E+05
H+C2H3->C2H4 1.92E+15 4.20E+15 1.32E+15
C2H4->H+C2H3 3.10E+16 5.39E+13 3.05E+08
H+C2H5->C2H6 4.82E+11 1.29E+14 4.67E+15
C2H6->H+C2H5 4.39E+12 9.83E+12 6.53E+09
CH2+CH4->CH3+CH3 9.26E+14 2.78E+15 4.46E+12
CH3+CH3->CH2+CH4 9.45E+14 2.86E+15 1.18E+13
C2H4->H2+C2H2 2.25E+17 8.03E+15 2.94E+12
H2+C2H2->C2H4 2.37E+16 9.26E+15 4.92E+13
H+C2H->C2H2 8.75E+16 3.38E+15 1.97E+11
C2H2->H+C2H 1.49E+18 3.79E+13 9.14E+04
CH2(S)+C2H6->CH3+C2H5 1.11E+09 6.63E+11 3.17E+11
CH3+C2H5->CH2(S)+C2H6 2.07E+09 9.89E+10 1.27E+11
CH3+C2H4->C2H3+CH4 1.25E+13 2.52E+14 7.16E+14
C2H3+CH4->CH3+C2H4 1.28E+13 2.27E+14 1.42E+15
CH3+C2H6->C2H5+CH4 1.58E+09 3.56E+12 6.13E+13
C2H5+CH4->CH3+C2H6 2.87E+09 5.39E+11 2.00E+13
CH2(S)->CH2 1.21E+19 4.12E+18 3.57E+15
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CH2->CH2(S) 1.22E+19  3.94E+18 1.65E+15
CH2+CH4->C2H4+H2 7.04E+15  1.32E+17 2.16E+15
C2H4+H2->CH2+CH4 6.92E+15  4.60E+14 3.21E+12
C2->C2(X) 9.51E+15  4.69E+12 2.14E+07
C2(X)->C2 8.57E+15  4.46E+12 1.39E+07
C+CH->C2+H 5.96E+14  6.27E+12 1.94E+04
C2+H->C+CH 1.14E+15  4.04E+08 1.14E-03
C+CH4->C2H3+H 2.60E+15  1.27E+16 1.46E+13
C2H3+H->C+CH4 2.70E+15  4.48E+13 2.76E+10
C+C2H->C3+H 1.10E+16  2.47E+13 3.73E+05
C3+H->C+C2H 1.11E+16  2.24E+13 5.91E+05
C+C2H2->C3H+H 372E+17  1.17E+17 9.74E+12
C3H+H->C+C2H2 372E+17  1.12E+17 1.92E+13
C+C2H2->C3+H2 3.22E+17  1.02E+17 8.43E+12
C3+H2->C+C2H2 3.26E+17  9.19E+16 1.37E+13
CH+C2->C3+H 1.48E+14  1.57E+10 2.07E+00
C3+H->CH+C2 1.33E+14  1.11E+10 1.57E+00
CH+C2(X)->C3+H 407E+13  5.63E+09 7.12E-01
C3+H->CH+C2(X) 407E+13  4.19E+09 8.35E-01
CH+C2H->C3H+H 6.98E+15  1.05E+13 7.79E+04
C3H+H->CH+C2H 6.96E+15  8.74E+12 2.36E+05
CH+C2H2->C3H2+H 5.34E+17  1.07E+17 4.11E+12
C3H2+H->CH+C2H2 5.31E+17  8.87E+16 1.27E+13
C2+CH2->C3H+H 7.35E+14  4.43E+11 1.70E+03
C3H+H->C2+CH2 6.51E+14  3.26E+11 1.60E+03
C2+CH3->C3H2+H 4.62E+15  3.47E+13 3.57E+07
C3H2+H->C2+CH3 4.13E+15  2.41E+13 1.32E+07
C2+C2H->C4+H 2.05E+15  4.63E+10 2.97E+01
C4+H->C2+C2H 1.88E+15  4.78E+10 2.90E+01
C2+C2H2->C4H+H 157E+17  4.69E+14 1.57E+09
CAH+H->C2+C2H2 1.42E+17  4.64E+14 1.57E+09
C2+C4H->C2H+C4 2.06E+12  5.28E+07 3.77E-02
C2H+C4->C2+C4H 1.86E+12  4.95E+07 1.15E-02
C2(X)+H2->C2H+H 0.62E+16  2.74E+14 1.43E+09
C2H+H->C2(X)+H2 9.49E+16  2.59E+14 6.69E+08
C2(X)+CH2->C3H+H 250E+14  2.04E+11 7.51E+02
C3H+H->C2(X)+CH2 255E+14  1.58E+11 1.09E+03
C2(X)+CH3->C3H2+H 1.63E+15  1.60E+13 1.58E+07
C3H2+H->C2(X)+CH3 1.62E+15  1.17E+13 8.99E+06
C2(X)+C2H->C4+H 1.45E+15  4.27E+10 2.63E+01
C4+H->C2(X)+C2H 1.47E+15  4.64E+10 3.96E+01
C2(X)+C2H2->C4H+H 1.11E+17  4.33E+14 1.39E+09
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C4H+H->C2(X)+C2H2 1.11E+17 450E+14 2.13E+09
C2(X)+C4H->C2H+C4 1.45E+12 4.87E+07 3.33E-02
C2H+C4->C2(X)+C4H 1.45E+12 4.80E+07 1.57E-02
C2H+C2H->C4H+H 1.24E+17 3.99E+13 1.44E+06
C4H+H->C2H+C2H 1.26E+17 4.40E+13 4.61E+06
C2H+C2H->C2H2+C2 1.24E+16 3.99E+12 1.44E+05
C2H2+C2->C2H+C2H 1.39E+16 4.45E+12 4.61E+05
C2H+C2H2->C4H2+H 3.32E+18 1.42E+17 2.65E+13
C4H2+H->C2H+C2H2 3.33E+18 1.55E+17 8.72E+13
C2H+C4H2->C4H+C2H2 8.69E+14 3.29E+13 5.08E+09
C4H+C2H2->C2H+C4H2 8.81E+14 3.32E+13 4.95E+09
C2H2+C2H2->C4H2+H?2 1.14E+17 2.76E+15 4.65E+11
C4H2+H2->C2H2+C2H2 1.14E+17 3.02E+15 1.57E+12
C2+C2->C3+C 3.02E+14 4.77E+08 5.46E-03
C3+C->C2+C2 1.42E+14 5.23E+12 7.05E+04
C2(X)+C2->C3+C 6.38E+13 1.32E+08 1.45E-03
C3+C->C2(X)+C2 3.33E+13 1.52E+12 2.88E+04
C2H->C2+H 2.15E+16 5.12E+10 1.11E+00
C2+H->C2H 1.42E+15 5.09E+12 7.71E+06
C2->C+C 3.80E+11 2.69E+02 8.03E-14
C+C->C2 1.17E+10 3.24E+08 4.53E+00
C2(X)->C+C 8.05E+10 7.44E+01 2.13E-14
C+C->C2(X) 2.74E+09 9.42E+07 1.85E+00
C4+H->C4H 2.73E+13 1.49E+11 1.58E+05
C4H->C4+H 4.60E+14 1.59E+09 7.50E-02
C4H+H->C4+H2 3.56E+16 1.61E+14 1.14E+09
C4+H2->C4H+H 3.62E+16 1.68E+14 1.14E+09
C4H+H2->C4H2+H 1.72E+18 1.87E+16 1.96E+12
C4H2+H->C4H+H2 1.70E+18 1.86E+16 1.96E+12
C4H+C4H->C4+C4H2 1.50E+11 6.23E+07 2.77E+00
C4+C4H2->C4H+C4H 1.50E+11 6.47E+07 2.78E+00
C4H+H->C4H2 8.78E+14 3.86E+13 2.50E+09
C4H2->C4H+H 1.48E+16 4.30E+11 1.19E+03
C3+CH->C4+H 2.77TE+13 7.46E+12 2.03E+06
C4+H->C3+CH 4.82E+13 5.49E+08 7.35E-02
C3+CH2->C4H+H 1.15E+14 1.76E+14 1.39E+09
C4H+H->C3+CH2 1.96E+14 1.23E+10 5.15E+01
C3+CH3->C4H2+H 7.22E+14 1.38E+16 2.92E+13
C4H2+H->C3+CH3 1.23E+15 8.98E+11 4.25E+05
C3H+H->C3+H2 151E+17 144E+17 1.49E+14
C3+H2->C3H+H 1.53E+17 1.37E+17 1.23E+14
C3H+H2->H+C3H2 3.05E+18 1.65E+19 4.86E+17
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H+C3H2->C3H+H2 3.04E+18 1.65E+19 4.86E+17
H+C3H->C3H2 7.45E+14 6.91E+15 6.54E+13
C3H2->H+C3H 1.27E+16 7.75E+13 3.11E+07
H+C3->C3H 3.62E+14 2.49E+15 5.34E+12
C3H->H+C3 6.09E+15 2.94E+13 3.07E+06
H2(1)+Ar->H2+Ar 1.18E+19 7.35E+05 5.38E-05
H2(1)+H->H2+H 1.16E+20 7.58E+05 9.16E-07
Ar**+e->Ar*+e 1.65E+10 6.88E-42 2.94E-79
Ar*+e->Ar**+e 1.04E+11 1.72E-40 1.35E-77
Ar*+H->H(2)+Ar 2.78E+13 3.15E-13 4.26E-33
Ar**+H->H(2)+Ar 4.42E+12 1.26E-14 9.28E-35
H2*+H->H(2)+H2 2.44E+13 5.92E-14 3.28E-34
Ar*+Ar*->Ar++Ar+e 2.53E+04 6.65E-47 1.08E-83
Ar**+Ar*->Ar++Ar+e 4.03E+03 2.66E-48 2.36E-85
Ar**+H->ArH++e 4.42E+12 1.26E-14 9.28E-35
Ar*+H->ArH++e 2.78E+13 3.15E-13 4.26E-33
H(2)+Ar->ArH++e 1.13E+13 1.85E-10 3.16E-30
H(3)+Ar->ArH++e 2.78E+11 6.86E-16 4.43E-36
H(2)+H2->H3++e 5.29E+14 3.85E-08 7.54E-27
H(3)+H2->H3++e 1.30E+13 2.64E-14 1.35E-34
Ar**+C2H2->Ar+CxHy++e 1.37E+12 4.21E-14 9.12E-33
Ar*+C2H2->Ar+CxHy++e 8.63E+12 1.05E-12 4.19E-31
Ar**+C2H->Ar+CxHy++e 1.79E+10 4.15E-18 1.73E-40
Ar*+C2H->Ar+CxHy++e 1.13E+11 1.04E-16 7.95E-39
Ar**+C->Ar+CxHy++e 9.96E+08 1.61E-18 2.80E-41
Ar*+C->Ar+CxHy++e 6.26E+09 4.01E-17 1.29E-39
Ar**+C2->Ar+CxHy++e 4.95E+08 8.02E-21 5.96E-45
Ar*+C2->Ar+CxHy++e 3.11E+09 2.01E-19 2.74E-43
Ar**+C2(X)->Ar+CxHy++e 1.05E+08 2.22E-21 1.58E-45
Ar*+C2(X)->Ar+CxHy++e 6.58E+08 5.55E-20 7.27E-44
Ar**+C3->Ar+CxHy++e 4.64E+08 1.91E-17 2.93E-38
Ar*+C3->Ar+CxHy++e 2.92E+09 4.77E-16 1.34E-36
Ar*+C3H2->Ar+CxHy++e 1.15E+10 1.55E-14 1.03E-32
Ar*+C4H2->Ar+CxHy++e 7.91E+09 8.56E-16 2.81E-34
H2*+C->H2+CxHy++e 1.65E+10 2.27E-17 2.97E-40
H2*+CH3->H2+CxHy++e 3.36E+11 2.20E-14 1.10E-33
H2*+C2H->H2+CxHy++e 2.98E+11 5.87E-17 1.84E-39
H2*+C2H2->H2+CxHy++e 2.28E+13 5.95E-13 9.67E-32
H2*+C2H4->H2+CxHy++e 6.09E+09 1.56E-15 2.86E-32
H2*+C2->H2+CxHy++e 8.22E+09 1.13E-19 6.32E-44
H2*+C2(X)->H2+CxHy++e 1.74E+09 3.14E-20 1.68E-44
H2*+C3->H2+CxHy++e 7.70E+09 2.70E-16 3.10E-37
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H2*+C3H2->H2+CxHy++e 3.05E+10 8.77E-15 2.38E-33
H2*+C4H2->H2+CxHy++e 2.09E+10 4.84E-16 6.48E-35
Ar++H2->ArH++H 2.04E+11 1.64E-15 2.73E-34
Ar++H2->H2++Ar 2.38E+10 2.05E-16 3.65E-35
Ar++C2H2->CxHy++Ar 3.29E+08 3.88E-18 4.25E-37
ArH++H2->H3++Ar 5.77E+15 2.55E-08 8.37E-27
H2++H2->H3++H 1.05E+13 7.02E-14 9.26E-33
H2++Ar->ArH++H 1.36E+11 1.10E-15 1.84E-34
H2++CH4->CxHy++H 3.10E+08 4.66E-17 5.53E-35
H2++CH3->CxHy++H 4.63E+08 1.06E-17 2.65E-37
H2++C2H2->H+CxHy+ 3.14E+10 2.88E-16 2.33E-35
H2++C2H->CxHy++H 4.11E+08 2.84E-20 4.42E-43
H3++Ar->ArH++H2 5.73E+15 2.81E-08 9.14E-27
H3++C2H2->H2+CxHy+ 5.81E+14 3.22E-09 5.08E-28
H3++CH4->H2+CxHy+ 5.74E+12 5.21E-10 1.21E-27
H3++CH3->H2+CxHy+ 8.56E+12 1.19E-10 5.78E-30
H3++C->H2+CxHy+ 4.22E+11 1.23E-13 1.56E-36
H3++C2->H2+CxHy+ 2.10E+11 6.13E-16 3.32E-40
H3++C2(X)->H2+CxHy+ 4.44E+10 1.70E-16 8.81E-41
H3++C2H->H2+CxHy+ 7.60E+12 3.17E-13 9.63E-36
H3++C3->H2+CxHy+ 1.96E+11 1.46E-12 1.63E-33
H3++C3H2->H2+CxHy+ 7.78E+11 4.74E-11 1.25E-29
H3++C4H2->H2+CxHy+ 5.33E+11 2.62E-12 3.40E-31
Ar++CH4->Ar+CxHy+ 2.69E+06 5.22E-19 8.38E-37
Ar++CH3->Ar+CxHy+ 4.84E+06 1.44E-19 4.84E-39
Ar++C2->Ar+CxHy+ 1.18E+05 7.39E-25 2.78E-49
Ar++C2(X)->Ar+CxHy+ 2.51E+04 2.05E-25 7.37E-50
Ar++C2H->Ar+CxHy+ 4.29E+06 3.83E-22 8.07E-45
Ar++C3->Ar+CxHy+ 1.11E+05 1.76E-21 1.36E-42
Ar++C3H2->Ar+CxHy+ 4.40E+05 5.72E-20 1.05E-38
Ar++C4H2->Ar+CxHy+ 3.01E+05 3.16E-21 2.85E-40
Art+e->e+Ar* 6.44E+13 9.72E-13 2.03E-31
Art+e->e+Ar** 4.41E+13 6.64E-13 1.39E-31
Ar*+e->e+Ar 6.52E+08 1.08E-42 8.50E-80
Ar**+e->e+Ar 8.65E+07 3.61E-44 1.54E-81
H(2)+e->H(3)+e 1.22E+12 1.31E-36 2.82E-74
H(3)+e->H(2)+e 1.37E+10 5.20E-43 3.22E-82
ArH++e->Ar+H(3) 2.96E+09 1.93E-40 6.97E-78
H+e->H(2)+e 6.25E+15 1.19E-11 4.42E-32
H(2)+e->H+e 3.10E+12 4.21E-36 1.00E-73
H+e->H(3)+e 9.36E+13 1.39E-13 4.66E-34
H2+e->H2(1)+e 1.28E+20 6.73E-06 2.05E-24
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H2(1)+e->H2+e 1.09E+17 1.21E-22 1.02E-51
H2+e->H+H+e 8.67E+16 1.32E-09 2.39E-28
H2(1)+e->H+H+e 4.36E+13 1.32E-26 6.37E-56
H2+e->H2*+e 2.62E+15 3.25E-11 5.37E-30
H2(1)+e->H2*+e 1.32E+12 3.23E-28 1.43E-57
H2+e->H+H+e 4.01E+15 4.97E-11 8.20E-30
H2+e->H+H+e 7.60E+15 9.42E-11 1.55E-29
H2+e->H2*+e 7.92E+14 9.81E-12 1.62E-30
H2+e->H2*+e 2.99E+14 3.71E-12 6.12E-31
H2+e->H2*+e 6.41E+12 7.94E-14 1.31E-32
H2+e->H2*+e 8.12E+13 1.01E-12 1.66E-31
CH4+e->CH3+H+e 1.34E+13 5.98E-12 1.09E-29
C2H2+e->C2H+H+e 3.95E+15 1.07E-10 1.33E-29
C2H+e->C2+H+e 5.16E+13 1.06E-14 2.52E-37
Ar+e->Ar++e+e 2.28E+11 2.04E-15 3.42E-34
Ar*+e->Ar++ete 1.98E+08 1.95E-43 1.23E-80
Ar**+e->Ar++ete 3.15E+07 7.80E-45 2.68E-82
H2*+e->H2++e+e 5.23E+08 1.10E-43 2.84E-81
H+e->H3++e+e 1.37E+13 1.66E-14 5.15E-35
H2+e->H2++ete 1.07E+13 7.86E-14 1.04E-32
H2(1)+e->H2++e+e 5.34E+09 8.30E-31 3.03E-60
C2H2+e->CxHy++e+e 9.70E+13 1.69E-12 1.74E-31
CH4+e->CxHy++ete 5.06E+10 1.18E-14 1.62E-32
CH3+e->CxHy++ete 3.45E+12 1.81E-13 6.18E-33
CH2+e->CxHy++ete 2.59E+11 1.10E-15 1.39E-37
CH+e->CxHy++e+e 4.83E+10 3.58E-17 1.57E-40
C+e->CxHy++ete 3.29E+10 3.62E-17 3.23E-40
C2H+e->CxHy++ete 1.27E+12 2.01E-16 4.28E-39
C2+e->CxHy++ete 3.51E+10 3.88E-19 1.48E-43
C2(X)+e->CxHy++e+e 7.42E+09 1.07E-19 3.91E-44
C2H6+e->CxHy++ete 1.02E+06 2.34E-17 1.93E-33
C2H4+e->CxHy++ete 5.34E+10 1.09E-14 1.37E-31
C3+e->CxHy++ete 3.58E+10 1.01E-15 7.89E-37
ArH++e->Ar+H(2) 1.15E+11 1.04E-38 4.29E-76
ArH++e->Ar+H(3) 3.85E+10 2.97E-39 1.15E-76
H2++e->H(2)+H 2.63E+07 3.58E-45 5.93E-83
H3++e->H2+H(2) 3.61E+12 2.97E-37 9.57E-75
CxHy++e->C2H+H 6.91E+14 3.78E-38 3.52E-75
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Table B. 1  Spectral constant for C, (a° IT,, v"’=0)— (d® ITy v’=0) simulation

Constant

Lower state (@° [Ty, v’=0) Upper state (d° Iy, v’=0)

Origin
B
A
LambdaSS
0

I O<o o

AD
oD
pD
gD

0
1.624075
-15.2696
-0.1476
0.675355
0.002402
-0.000497
6.479E-6
7.85E-12
0.000276
-8.22908E-6
1.1996E-7
-1.288E-8

19378.46456
1.7456043
-14.0005
0.031
0.6094784
0.0039452
-0.0007636
6.855E-6
0
0.000542
1.202E-8
-2.404E-8
1.202E-8

Table B. 2 Spectral constant for CH (XZH, v’=0)— (AZA, v’=0) simulation

Constant  Lower state (X°I1, v’=0) Upper state (A?A, v’=0)

Origin

0
14.192406
28.146724
-0.02565
0.03351
0.0386724
0.00146183
1.1668E-7
1.459E-11

gammaD 8.56E-6

23173.45853
14.579083
-1.10088
0.04217
6.6E-7
-2.89E-8
0.00156604
9.761E-8
2.666E-11
-9.25E-6

Table B.3  Spectral constant for BH (X'T*, v’’=0)— (AL, v’=0) simulation

Constant Lower state (X'=*, v’=0) Upper state (A'TL, v’=0)

Origin
B

r I O <«

0
11.815745
0
0.00122305
9.86E-8
-4.5E-12
0

23073.9708
11.906298
0.037364
0.00143853
SE-8
-6.88E-12
-1.6846E-5
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Appendix C OES and CRDS measured transitions

Table C. 1 OES traced species

Species Spectral Upper level Lower level

Name line

B* 249.68 nm  2Sy;,---4.98 eV 2py,----0 (ground state)
249.77 nm ?Pyjp----1.989E-2 eV

CH* 431.4nm  A’A---2.88eV X*I1----0 (ground state)

BH* 4332nm  A'MI---2.87 eV X*%----0 (ground state)

H(n=4) --Hg  486.1nm  H(n=4)---12.75 eV H(n=2)---10.2 eV

C, 516.5nm  d° - 2.41eV a’ I1,---0.09 eV

Ho* 602.1nm  3p°%,’---13.28 eV 25 Xy'---11.84 eV

H (n=3)--H, 656.3nm  H(n=3)---12.1 eV H(n=2)---10.2 eV

Ar* 750.4nm  3s?3p°(°P°1,)4p —13.52  35°3p°(°P°y;)4s---11.86 eV
7635nm eV 3523p°(*P°312)4s --11.58 eV
811.5nm  3s°3p°(*P°32)4p -13.21  3s%3p°(*P°3;)4s-- 11.58 eV

eV
3523p°(*P°312)4p -13.11
eV

Table C. 2 CRDS traced species

Species Name  Spectral line  Upper level Lower level

B (to be done) 249.68 nm  %S;,---4.98 eV 2p,;,----0 eV (ground state)
249.77 nm ?Pyjp----1.989E-2 eV

CH X’11 431.4nm  A’A---2.88 eV X*11----0 eV (ground state)

BH X'z 4332nm  A'l---2.87 eV X*%----0 (ground state)

C,a’II, 516.5nm  d°Mg--2.41eV  a’II,---0.09 eV

H (n=2)--Ha 656.3 nm H(n=3)---12.1eV  H(n=2)---10.2 eV
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Appendix D  OES results in B,Hg/Ar/H,/CH,4 plasma (from

front window)

D.1. B,Hg flow rate effect
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Figure D. 1 CH, BH, Hg, H,, C; and H,, emissions as functions of B,Hs flow rate, other
parameters are the same as the standard discharge condition

D.2. CH, flow rate effect
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Figure D. 2 CH, BH, Hg, Hy, C; and H, emissions as functions of CH, flow rate, other

parameters are the same as the standard discharge condition
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D.3. Ar flow rate effect
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Figure D. 3 CH, Hg, C, and H,, emissions as functions of Ar flow rate, other parameters are the

same as the standard discharge condition. BH and H; are too noisy to be recognized from the

spectra
D.4. Power effect
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Figure D. 4 CH, BH, Hg, H, C; and H, emissions as functions of input power, other parameters

are the same as the standard discharge condition
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D.5. Pressure effect

Emission (CH, BH, H,, H,) (A.U.)
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Figure D.5 CH, BH, Hg, Hy, C; and H, emissions as functions of total pressure, other

parameters are the same as the standard discharge condition
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