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ABSTRACT

D iamond is a material of interest for various applications within fusion energy, including
windows, diagnostics and even as a plasma facing material. However, as a carbon material,
concerns remain over the retention of hydrogen isotopes and chemical etching of the

surface. As such, this work looks to further develop understanding of the interaction of diamond
with low energy hydrogen isotopes. Retention mechanisms were explored for various diamond
samples post exposure to deuterium ions. To develop understanding of experimental results, a
series of molecular dynamics simulations were carried out in which diamond surfaces and grain
boundaries are bombarded with hydrogen isotopes. Diffusion calculations were also performed for
both bulk diamond and grain boundaries. From both experimental and computational results, it
was concluded that the interaction between hydrogen and diamond is likely to be limited to very
shallow depths, leaving bulk properties largely unaffected. Some grain boundaries demonstrated
channelling effects leading to anisotropic diffusion but, in contrast to other crystalline materials,
presented slower diffusion rates than the bulk. The formation of a disordered top layer during
continued bombardment means the presence of grain boundaries are unlikely to significantly
impact total retention.

Lastly, a new, low energy ion source was developed. ExTEnD (Exposure to Low Energy
Deuterium) uses an electrical discharge to create a plasma from which ions can be extracted via
a biased sample stage. The bias applied to the stage dictates the ion energy, whilst the current
required to maintain this bias can be used to estimate ion flux. The design, assembly, and testing
of ExTEnD is presented, alongside a comparison with equivalent samples tested in an established
facility. The increased flux of ExTEnD resulted in a notable increase in retention and loss of clear
peaks in desorption spectra, possibly because of ion damage to the surface.
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FUSION ENERGY

Fusion energy has long been promised as the ultimate source of clean energy, offering zero

carbon emissions, no long-lived radioactive waste and no reliance on external factors

such as weather. It is hoped this can be achieved by replicating the process that occurs

within the sun - the nuclear fusion of hydrogen isotopes. Achieving this has proved incredibly

challenging, with slow but steady progress over the last 40 years. This chapter will outline the

general principles of fusion reactors, design considerations and progress to date with a particular

emphasis on the use of diamond within these reactors.

1.1 Process

Generally, nuclear fusion is the combination of two light nuclei to form a heavier nucleus. If the

resultant products have a lower mass than the two constituent nuclei, the mass difference is

released as energy in accordance with Einstein’s famous relation. Typically, lower Z nuclei are

easier to fuse due to the smaller Coulombic repulsion, and additional neutrons of heavier isotopes

make the nucleus less stable and again, easier to fuse. Because of this, most fusion reactors rely

on the fusion of the hydrogen isotopes deuterium and tritium. Although other reactants have

been explored [1], at conceivable energies, deuterium-tritium (DT) fusion has a cross section

approximately 100 times bigger than other alternative reactions [2]. The underlying reaction is

(1.1) 2
1D+ 3

1T→ 4
2He (3.5 MeV)+ 1

0n (14.1 MeV).

Although the conditions used maximise the cross section of Eq.1.1, there is no way of restrict-

ing the reaction processes taking place to just Eq.1.1 and other reactions also take place.

(1.2) 2
1D+ 2

1D→ 3
1T+ 1

1H,
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(1.3) 2
1D+ 2

1D→ 3
2He+ 1

0n,

(1.4) 2
1D+ 3

2He→ 4
2He+ 1

1H.

The high energy neutrons produced in these reactions will result in the heating of surrounding

materials which can be used to produce electricity.

In order to overcome the Coulombic repulsion between the two ions, incredibly high tem-

peratures are required and the reaction occurs within a plasma - a partially ionised gas. Most

of the design considerations of a reactor are related: achieving and maintaining this required

temperature. A tokamak is a classic reactor design which uses magnetic fields to manipulate the

plasma into a torus shape. An example of this design includes the Joint European Torus (JET)

- a successful experimental reactor used for DD and DT fusion before beginning its decommis-

sioning phase at the start of 2024. Despite the success of JET, larger tokamaks are required if

positive energy output from a self-sufficient (or burning) plasma is to be achieved. ITER is an

international, public funded, attempt to demonstrate both positive energy output and a burning

plasma, alongside testing of other, vital, integrated technologies. Following this, there are plans

to build a demonstration reactor (DEMO), which will produce power to the grid. The future of

DEMO is under question due to notable delays and unforeseen costs surrounding ITER which is

still under construction. With growing interest and need for clean energy sources, a number of

private companies [3] have also been exploring alternative, cheaper designs in attempt to produce

reactors quicker than public efforts. Discussion within this introduction will generally refer to

DT fusion within tokamak designs.

1.2 Reactor Design

1.2.1 Magnetic Confinement Fusion

As the temperature of the plasma (of order 109 K) is far higher than any material can sustain,

magnetic confinement is used to suspend the plasma and minimise energy transfer to the first

wall. This confinement can be achieved with a toroidal magnetic field geometry in either tokamak

or stellarator reactor designs [5]. Magnetic confinement fusion (MCF) contains a low density

plasma in a relatively large volume and uses a variety of different heating methods to achieve the

target temperature. These reactors have been the focus of most publicly funded research through

JET and ITER, as well as some private companies.

The plasma is confined using large, coiled electromagnets. Although JET used conventional

copper coil magnets, future reactors are to use superconductors to reach the very strong magnetic

field required for larger tokamaks (ITER peak magnetic field is 11.8 T). Moving to superconducting

magnets reduces the energy required to reach this field strength but presents its own challenges.

Conventional superconductors (such as niobium-tin and niobium-titanium) require a temperature
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Figure 1.1: Main components of ITER [4].

of around 4 K so must be cooled with liquid helium. This requirement means the reactor must be

housed in an ultra-high vacuum cryostat as well as the need for an on-site cryoplant. A promising

avenue is the development of high temperature superconductors (HTS). These materials offer a

fairly modest but important easing of low temperature requirements (operating at around 24

K) and could help provide an increased strength of magnetic field. However, there are concerns

over degradation of performance under neutron irradiation, with critical temperatures of HTS

candidates decreasing with radiation dose [6].

A diagram highlighting the main components of ITER can be seen in Fig. 1.1. The central

solenoid and poloidal field coils surround the vacuum vessel where the plasma is contained. Due

to the low operating temperatures of these superconducting magnets, the reactor is housed within

a cryostat. Lining the inside of the vacuum vessel is a protective layer known as the plasma facing

material (PFM), which acts to protect other components from the incredibly harsh conditions

within the reactor. The vessel consists of two main regions, the blanket and the divertor. The

blanket is the upper portion of the first wall and faces less extreme conditions compared to the

diverter at the bottom, which must withstand much higher thermal loads and ion fluxes. The

blanket is also responsible for regenerating tritium through a reaction between lithium and

neutrons (this is known as the breeding blanket and will be situated behind the PFM). Port plugs

are used for plasma diagnostics and heating systems.

The success of traditional torus tokamaks (such as JET, ITER and DEMO) has long been a

challenge of scale - for net energy output there is effectively a minimum reactor size. Building

bigger reactors not only comes with considerable design challenges but massively increases the
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cost. Some private fusion companies (such as Commonwealth Fusion Systems [7, 8] and Tokamak

Energy [9, 10]) hope to exploit the higher fields possible with HTS to create a more compact

reactor in order to reduce overall cost and increase commercial viability. Some public research

bodies are also exploring more compact reactor designs using HTS. UKAEA’s latest tokamak

will be the Spherical Tokamak for Energy Production (STEP [11, 12]) and will use a spherical

geometry in contrast to the D shaped coils of JET and ITER.

A stellarator is another type of magnetically confined fusion reactor. The shape of a tokamak

means coils are more tightly packed on the inside of the ring than the outside, resulting in an

uneven field and challenges surrounding plasma stability. The basic principle of a stellarator

is to add twists to the magnetic field to force ions to alternate between the inside and outside

of the plasma (between higher and lower coil density regions) in an attempt to maintain a

consistent field. This leads to a far more complex magnetic field [13] which is challenging to

create, but avoids the internal currents present in tokamak designs leading to a more stable

plasma. Although internal currents lead to plasma instabilities, in a tokamak, they are used to

heat the plasma. This is not an option in a stellarator making reaching required temperature

more challenging.

1.2.2 Inertial Confinement Fusion

Inertial confinement fusion (ICF) relies on the rapid compression of a DT fuel pellet, which in turn

results in densities and temperatures sufficient for self-heated fusion to occur. The compression

can be done with lasers or a pulsed magnetic field, but its pulsed nature would mean many of

these reactions would be required to approximate a continuous power output [15]. The National

Ignition Facility (NIF) at the Lawrence Livermore National Laboratory [16] is perhaps the most

well-known example of this type of reactor, and in December 2022 achieved a positive energy

output (ignition). Although this is the first fusion technique to reach this milestone, there are

concerns on how it would be possible to scale this up to a commercial reactor, alongside continuous

scientific challenges surrounding the reliable ignition of the pellets [15].

1.2.3 Magnetised Target Fusion

Magnetised target fusion (MTF) is a combination of both MCF and ICF in which magnetic fields

are used to contain a low density plasma which is then compressed (although to a lesser degree

than in ICF). General Fusion is a private company attempting to create reactors using this

method [17]. In this novel approach, a spinning cylindrical chamber is surrounded by liquid

lithium held in place by the centrifugal force. Benefits of liquid lithium as a PFM are its ability

to self-heal due to lack of rigid crystalline structure and breed tritium without the requirement

for an additional breeding blanket. The DT plasma is confined magnetically in the chamber, and

steam pistons are used to compress the liquid lithium wall and the plasma to reach the desired

fusion conditions. In a similar vein to ICF, this has the potential to be significantly cheaper to
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produce positive energy than MCF, but there are concerns over its pulsed nature and ability to

scale up to reach commercially viable energy outputs.

1.3 Heating

In tokamak designs, the plasma itself has a finite resistance and the current induced by magnetic

fields results in ohmic heating of the plasma [18]. Unlike most cases of ohmic heating, as the

temperature of the plasma increases, the resistance decreases - limiting the temperatures that

can be reached in this manner to around one tenth of what is required. Stronger magnetic fields

from superconducting magnets can be used to increase temperature that can be achieved with

ohmic heating, although concerns remain over operating temperatures and irradiation damage.

Furthermore, in some reactors such as stellarators, the lack of internal plasma current means

ohmic heating is not possible at all. Therefore, other external heating methods are also necessary.

Radio waves and microwaves are used to enhance the ohmic heating, adding velocity and

chaotic motion to ions and electrons (respectively) within the plasma [19, 20]. Three different

frequencies will be used in ITER to match the resonant frequencies of various charged species

present within the plasma. Neutral beam heating is also used [21], in which a high energy neutral

beam of deuterium atoms is injected into the plasma, transferring energy to ions within the

plasma through collisions. Some heating is also provided by energetic ions produced in the fusion

reaction. Neutrons produced will have limited heating effect on the plasma as, unlike ions, they

are not confined by the magnetic field and are lost from the plasma. In future reactors, it is hoped

that a large proportion of the plasma heating can be provided by the energy produced from fusion

reactions, reducing reliance on external heating and reaching a burning plasma.

1.4 Fuel and Tritium Breeding

Deuterium is naturally abundant, making up approximately 1 in 5000 hydrogen nuclei, and as

such is readily available. Tritium however, is radioactive and will decay via beta emission

(1.5) 3
1T→ 3

2He+β−+ ν̄e.

With a half-life of 12.32 years, this decay makes tritium scarce naturally (with an abundance of

10−18), and challenging to source in suitable quantities, with the production and acquisition of

tritium being highly monitored. The limited tritium inventory means tritium wastage must be

minimised in order to maximise what is possible with the allocated amount. Components can

absorb and retain tritium, so material selection is key to reduced wastage. Alongside reducing

waste, DT reactors will be required to reproduce tritium during operation. Despite some tritium

being produced through Eq.1.2, a dedicated breeding blanket is needed to produce the levels of

tritium required (DEMO would be expected to use around 300 g of tritium per day of operation
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[22]). The breeding blanket is typically situated behind the PFM, and uses the reaction between

lithium and neutrons to produce tritium

(1.6) 6
3Li+ 1

0n→ 3
1T+ 4

2He,

or

(1.7) 7
3Li+ 1

0n→ 3
1T+ 4

2He+ 1
0n.

Currently, lithium ceramics are favoured for tritium breeding in ITER, whilst other reactors are

considering liquid lithium [23]. Beryllium is also included in most blanket designs to act as a

neutron multiplier and increase the yield of tritium per incident neutron. No large scale breeding

blanket has been attempted in current reactors, but ITER has set out to test different tritium

breeding systems.

Despite the relatively small amounts of fuel required, one of the major challenges facing

is sourcing tritium. Tritium is considered a necessity for most fusion reactor designs and is

currently supplied as a by-product from CANDU-type fission reactors. These reactors do not

produce sufficient quantities for commercial reactors such as DEMO and are due to be phased

out over the next few decades. Despite plans for reactors to be self-sustaining in terms of tritium

inventory, the global tritium inventory could be too low to meet the start-up inventories required

[24, 25].

1.5 Plasma Facing Material

1.5.1 Requirements

The PFM is the material that lines the inside of the first wall and divertor of a reactor. A PFMs

primary role is to protect more delicate components of the reactor from high thermal loads and

low energy ion irradiation. Such materials will also need to endure high fluences of fast neutrons

but typically will do little to protect other components from these.

There are several key considerations when selecting a PFM:

1. Interaction with hydrogen isotopes - How a PFM interacts with hydrogen ions will

influence the retention and transport of tritium, cooling and contamination of the plasma,

and changes to the material properties. The high temperature of a fusion plasma results in

high ion energies within the plasma, but stray ions will lose much of this energy escaping the

magnetic confinement, resulting in a low energy (10s of eV [26]) interaction with the PFM.

Some ions will simply be reflected from the surface back into the plasma. Ions returning

to the plasma after an interaction with the PFM (recycled ions) will have experienced an

energy loss, and as such contribute to cooling of the plasma. Depending on the material,

hydrogen ions may chemically etch the surface resulting in further cooling of the plasma as
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well as contamination. Contaminants will influence the behaviour of the plasma and can be

redeposited elsewhere in the reactor, typically exhibiting very high retention. The low ion

energy means penetration depths are limited. The shallowness of this hydrogen results in

a negligible contribution to the retained inventory. However, hydrogen is highly permeable

in many materials, and the elevated temperature of the first wall means the diffusion and

transport of tritium becomes a concern.

Generally, materials which are reactive with hydrogen (such as carbon materials) are more

likely to exhibit chemical etching and resultant redeposition of etched atoms. In this case,

reactions are likely to be restricted to the surface, and minimal changes to bulk properties

would be expected. This is in contrast to most metals, which display a limited reactivity

with hydrogen, but can result in higher levels of recycled hydrogen and increased diffusion.

Diffusion of tritium is of particular concern, but collections of other gaseous molecules can

still result in the formation of bubbles within the material changing its bulk properties

[30].

2. Thermal properties - Quoting an operating temperature for a PFM is often not possible

as it depends on many factors - the thermal properties of the materials, the position within

the reactor, the inclusion of active cooling and the plasma form itself. Instead heat loads

are typically discussed [31], and any PFM must be able to withstand the relevant heat

loads. Typically, a high melting point is desirable to avoid dramatic changes in material

properties. Temperature can also have more subtle effects on material physical properties

such as its ductility and strength which must also be considered.

Alongside the high operating temperature, PFMs will also have to deal with sudden thermal

shocks as a result of plasma instabilities such as edge localized modes (ELMs). Instabilities

in the plasma can result in large amounts of energy being dumped on the first wall and a

rapid increase in temperature. In order to manage these sudden changes, a high thermal

conductivity is vital to transport heat away from a localised point. Irradiation damage

sustained by a material will typically decrease its thermal conductivity, meaning a materials

resistance to such damage must also be considered.

3. Durability - Any candidate PFM must demonstrate good resistance to ion and neutron

damage to reduce the need for frequent maintenance. Furthermore, damaged materials

commonly behave differently, so it must be ensured that any desirable properties are

maintained in irradiated materials. Physical sputtering can also be a concern. Similarly

to chemical etching, sputtering will result in contamination of the plasma. For metallic

PFMs, a higher atomic number usually correlates with reduced sputtering and an increased

melting temperature - both desirable properties. However, plasma contamination will result

in radiative cooling of plasma, where energy is lost from the plasma ionising sputtered
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atoms. Elements with higher atomic numbers require more energy to fully ionise and

therefore result in a greater degree of radiative cooling.

4. Fabrication and disposal - A consideration often neglected when considering more exotic

materials is whether it is possible to manufacture this material to sufficient quality and

quantity for use within a fusion reactor. Cost of material and maintenance also comes into

this, if fusion energy is ever going to be economically viable as an energy source long term.

Although fusion reactors will not produce the long lived highly active waste that fission

reactors produce, it is expected to produce large amounts of intermediate level waste [29].

Tritium retention also presents challenges surrounding the disposal and decommissioning

of reactors, and the removal of tritium from materials during decommissioning must also

be considered [27, 28].

As fusion reactors continue to evolve into larger, more powerful, reactors, the conditions the

PFM is exposed to become harsher. For example, one of the key goals for ITER, is to demonstrate

continuous power output. This raises concerns over steady state erosion of the PFM [32–34] which

has not needed to be considered for previous, smaller, reactors. Due to the constant development of

different reactors, PFMs must and will continue to evolve. The following subsections summarise

previously used and candidate PFMs.

1.5.2 Graphite and Carbon Fiber Composites

Graphite combined with carbon fibre composites (CFCs) in select areas were originally deployed

in JET due to carbon’s low atomic number and exceptional thermal properties [62]. Graphite tiles

were used in JET until 2011 when it was replaced with an ITER-like wall consisting of beryllium

and tungsten. Graphite was considered to be quite forgiving as a PFM, as extreme thermal loads

result in sublimation rather than melting which would occur with metallic PFMs, and the low

atomic number resulted in minimal radiative cooling of the plasma. Until recently, the graphite

configuration had yielded the highest energy returns for a fusion reactor (16.1 MW) [35].

When hydrogen ions are incident on a carbon material, a top layer which is completely

saturated by hydrogen forms. Due to its thinness, this layer contributes a negligible amount to the

retained inventory of deuterium/tritium but will dominate recycling processes [36]. Although the

relatively strong sp2C-C bonding has a high threshold for physical sputtering, carbon materials

are susceptible to chemical etching from hydrogenic species [37] as carbon readily forms bonds

with hydrogen. In particular, the sp2 hybridisation present in graphite displays very high chemical

etching rates from hydrogen ions. Etched carbon contaminates the plasma, before being re-

deposited elsewhere in the reactor as a carbon dust of unacceptably high retention [38, 63].

Doping can be used to alter graphites properties, typically reducing chemical erosion yield but

at the cost of increased retention within the material [39]. Although there is some discussion

over the use of graphite in future reactors [40], graphite has largely been discounted as a future
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PFM due to the inadmissible retention in re-deposited carbon dust and has raised concerns over

carbon materials in general.

1.5.3 Beryllium

Beryllium tiles were due to be deployed as the PFM for the first wall of ITER after testing in

JET. Beryllium’s low atomic number reduces the radiative cooling effect from sputtered ions and,

as a metallic PFM, demonstrates minimal fuel retention and chemical etching from hydrogenic

species. Beryllium has a low cohesive energy which makes it susceptible to melting. Although this

may be acceptable for smaller test reactors, it remained a concern for future, larger, reactors. It

was planned to use beryllium in some regions of the ITER first wall, leading to concerted testing

in JET [41]. More recently however, it seems unlikely a beryllium PFM will be used in ITER due

to concerns over its high toxicity - leading to additional challenges around assembly, maintenance

and disposal. Beryllium is still expected to be present within the breeding blanket, where it will

be used a neutron multiplier to increase the neutrons available to interact with the lithium and,

therefore, the potential tritium yield.

1.5.4 Tungsten

Tungsten and tungsten alloys are considered the most promising plasma facing material for

future and current reactors [42]. It has long been thought that tungsten was to be used in the

divertor of current and future reactors leading to considerable testing, but it is also likely to be

used in other areas of the first wall as well [43]. Tungsten exhibits a high thermal conductivity,

limited physical sputtering and its lack of reactivity with hydrogen results in no chemical etching

and reduces retention. The main concerns of tungsten surround fabrication challenges, its high

atomic number (leading to increased radiative cooling), brittleness and a low recrystallisation

temperature [44, 45]. Not only is tungsten brittle at room temperature but it will undergo

irradiation hardening and embrittlement upon exposure to neutrons [46]. Brittleness is an

obvious concern as can result in catastrophic material failure such as cracking. This brittleness

is exacerbated by tungsten’s high ductile brittle transition temperature. Lastly, tungsten’s low

recrystallisation temperature (the point where a new grain structure is formed, typically resulting

in a decrease in strength and hardness of the material) makes it challenging to control grain

structure and material properties.

Helium ions produced in the fusion reaction collect within tungsten PFMs forming helium

bubbles. These bubbles collecting under the surface resulting in blistering and eventually the

formation of tungsten ‘fuzz’ [47] - ultimately impacting thermal conductivity and mechanical

properties of the tungsten [48]. Similarly, hydrogen isotopes have a high mobility in tungsten as

with most metals, and can freely permeate to defects where they are trapped and collect to form

bubbles.
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1.5.5 Lithium

The melting point of lithium (454 K) means a solid lithium PFM would not be viable. Instead,

liquid lithium is being considered as a PFM possibility [49]. Use of a liquid PFM has its practical

challenges but can be held in place using a capillary system which increases surface tension. A

major benefit of a liquid PFM is the surface can self-heal and restore its original form. Further-

more, lithium is required in essentially all first wall designs in order to breed tritium. Typically, it

is thought this will be done with ceramic beads situated in the breeding blanket behind the PFM,

but use of a lithium PFM could eliminate the need for this additional component. With an atomic

number of just three, lithium contaminants in the plasma would result in very little radiative

cooling. Lithium is also highly reactive with hydrogen, which effectively eliminates concerns over

recycling which should result in a more stable plasma and reduce maintenance. Of course, having

a PFM that is highly reactive with hydrogen raises concerns over tritium retention [50].

Although testing has been carried out in tokamaks [51], there are currently no plans to use a

liquid lithium wall for ITER or DEMO largely due to the practical challenges of a liquid PFM.

However, it is being considered for regions of the divertor in UKAEA’s new spherical tokamak

STEP and is a key design feature of General Fusion’s MTF reactor.

1.5.6 Other Considered Materials

Molybdenum has been deployed in both the Alcator-C tokamak and as the first wall in EAST

[52] and performs comparably to tungsten [53]. Additionally, this material is to be used as a

mirror in diagnostics systems in ITER and future reactors [54]. Although molybdenum exhibits

a better resistance to radiation-induced embrittlement, tungsten still has superior thermal

properties, resistance to sputtering [55] and avoids concerns over long term activation present

for molybdenum [56].

There are some ceramic alternatives which have also gained some interest. Silicon carbide

displays good resistance to neutron damage, retains strength at high temperatures and a low

hydrogenic diffusivity [57, 58]. This material has been largely untested to date, due to concerns

of carbon redeposition and challenges in fabrication but remains a material of interest for

future reactors. Other ceramics such as boron carbide have also been considered but mostly as a

protective coating on other PFMs such as tungsten or graphite [59–61].

1.6 A Role for Diamond in Fusion Reactors

Diamond’s intrinsic hardness, excellent thermal properties, resistance to radiation damage, semi-

conducting properties and transparency make it a material of interest for numerous applications

within fusion energy. These applications include plasma facing materials, windows, hydrogen

permeation barriers as well as neutron and tritium detectors.
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All of these potential applications involve the interaction with hydrogen isotopes on some

level. As highlighted in previous sections, tritium retention is of particular concern regarding

decommissioning and start-up inventories. As such, the main focus of the work is to explore

diamonds interaction with hydrogen isotopes in the context of fusion reactors, with a particular

emphasis on retention, diffusion and etching. The majority of techniques discussed in this section

are explained in more detail in Chapter 2.

1.6.1 Plasma Facing Material

One of the early PFMs deployed in JET was graphite, which was selected for its excellent thermal

shock resistance and thermal conductivity [62] (see 1.5.2). However, concerns over hydrogen

retention of redeposited carbon limited this materials future for steady state reactors [63]. Despite

being an allotrope of graphite, the sp3C-C bonding of diamond demonstrates a much greater

resistance to hydrogen etching - this is exploited in chemical vapour deposition (CVD) growth of

diamond, in which formation of graphitic phases is suppressed by hydrogen ions. Diamond would

also be expected to show reduced fuel retention and similar, if not greater, resistance to physical

sputtering. Additionally, diamond possesses many of the favourable attributes of graphite such

as excellent thermal management, low Z and sublimation (rather than melting) under extreme

thermal loads.

In order to assess different diamond materials suitability for this purpose, diamond’s re-

sponse to fusion relevant conditions needs to be understood. Porro et al. conducted a series of

experiments [64–67] exploring surface modification and deuterium retention of CVD diamond

materials exposed in two tokamak test facilities (MAST and TEXTOR) and a linear plasma device

(Pilot-PSI). The work varied boron concentration and grain size in diamond materials, for use

as protective coatings or standalone materials. Various methods were used to explore surface

modifications, including Raman spectroscopy, scanning electron microscopy (SEM), X-ray photo-

electron spectroscopy (XPS) and optical emission spectroscopy. Raman spectroscopy gave insight

into sp2 and sp3 content of the diamond - finding increased sp2 in diamond grain boundaries, and

an increase in sp2 content post exposure [64]. Shifts in the 1332 cm−1 diamond peak was used

to indicate stress within the crystal from lattice mismatch with the substrate, the presence of

dopants, and as a result of plasma exposure [65, 66]. Optical emission spectroscopy was used to

analyse erosion rates post exposure in Pilot-PSI, with chemical erosion reported to be 50% less

than graphite [64], although it was found the erosion rate increased with temperature [66]. When

exploring nanocrystalline diamond (NCD) coatings, concerns were raised over the cohesion of the

coating to metallic substrates [67], however, the other experiments of microcrystalline diamond

(MCD) reported no delamination or dramatic failure [64, 66]. Some amorphous carbon was found

on the surface of many of the samples, but graphitic phases were not found in XPS measure-

ments or Raman spectra [64, 66], there was the suggestion that this could be redistributed from

elsewhere within the reactor rather than from the samples itself [65]. Evidence of arcing was also
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observed in undoped samples, with a notable reduction on the inclusion of boron dopants [65].

Deuterium retention was determined via nuclear reaction analysis (NRA) and increased with

boron concentration but decreased with increasing grain size [64]. In both cases, this increase

was concluded to be a result of a more disordered structure resulting in a more porous material

as seen in boron doped graphite [68]. Etching mechanisms may also play a role in retention in

these studies, as etching of the top surface would also result in a loss of retained deuterium in

this region. This could contribute to why boron doped diamond presents higher retention but

lower etching.

Porro et al. concluded that MCD would be more appropriate than NCD and diamond-like

carbon (DLC) - the larger grains reducing sp2 content and in turn reducing etching and deuterium

retention. MCD also displayed preferable mechanical properties and generally a higher resistance

to plasma exposure than the other diamond materials tested. Lightly doped boron was suggested

as the most viable option, reducing damage from arcing through increased conductivity whilst

keeping retention values to acceptable levels. Diamond materials showed a notable improvement

to graphite.

Boron doped diamond has also been reported to have better thermal shock resistance than

tungsten and other PFMs. This was tested by De Temmerman et al. [69], who exposed freestanding

boron doped diamond to an electron gun to mimic extreme conditions expected from fusion

plasma instabilities. Due to the use of an electron gun, boron doping was required to increase the

conductivity of the samples and avoid charging. In conditions three times higher than tungsten’s

melting threshold and where significant erosion of CFC and graphite would be expected, no

damage or surface erosion was exhibited. Raman spectroscopy was used prior and post exposure.

For most conditions, the diamond peak was still clearly present, but for the more extreme tests

the lack of diamond peak indicated the formation of amorphous carbon. In another study [70], De

Temmerman et al. compared erosion effects in graphite, NCD, MCD and boron doped MCD. Some

samples were exposed in the DIII-D tokamak, whilst sputtering yields were determined through

experiments in Pilot-PSI and PISCES-B (both experimental plasma devices). Erosion rates of

NCD were found to be similar to graphite whereas MCD exhibited about half this value. Erosion

is highly dependent on the plasma mode used, in the DIII-D divertor, no measurable erosion was

recorded for detached plasma conditions, but significant erosion was seen for an attached ELMy

H-mode plasma.

The effect of ion irradiation on deuterium uptake on undoped diamond and graphite was

explored by Deslandes et al. [71]. In this work, CVD diamond was irradiated with 5 MeV carbon

ions to simulate the primary knock-on from 14 MeV neutrons. Ion irradiation was followed by

exposure to a deuterium plasma. Post carbon ion irradiation, Raman spectroscopy and Near

Edge X-ray Absorption Fine Structures (NEXAFS) results presented an increased sp2 fraction,

broadening of the diamond peak/excitation and additional peaks in the Raman spectra. Once

exposed to deuterium plasma, many of the lost diamond features were recovered with a clear
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reduction in sp2 fraction, although the additional peaks seen in the Raman spectra remained.

The recovery of the surface could indicate chemical etching of sp2 phases has occurred. As Raman

spectroscopy is a surface technique, it cannot be concluded that ion damage deeper within the

sample isn’t present. Surface graphitisation is more likely than graphitisation within the bulk

due to the inherent instability of a sp3 surface, so it is likely the increase in sp2 is only present

on the surface. This might explain why the sp2 peaks were lost (from surface etching of the

plasma) but other peaks remained as a result of ion damage deeper within the sample. Similarly

to findings with graphite [72, 73], irradiation with carbon ions increased the plasma erosion

exhibited by the diamond. When comparing the performance of graphite and diamond, Deslandes

et al. found irradiated diamond displayed lower deuterium retention than irradiated graphite,

although the opposite was true for unirradiated samples.

In a similar study, Deslandes et al. also explored the impact of 5 MeV carbon ions up to

a dose of 1 dpa at varying diamond temperature [74]. The temperature range tested 300 –

873 K encompasses expected operational conditions of the ITER divertor, but below the point

where graphitisation1 of the surface might be expected (1000 K [75]). Surface modification was

observed at all temperatures. Raman spectra from the highest temperature irradiation (873

K) was closest to that of the pristine sample - suggesting higher temperatures resulted in the

removal of some unstable defects produced in the irritation. Similarly, a decrease in sp2 was also

observed at higher temperatures. Shifts in the Raman diamond peak were used to conclude that

the higher temperatures resulted in reduced stress in the lattice allowing the diamond structure

to be recovered. Although, this reduction in stress could also be a result of the fewer stable

defects at this temperature rather than it allowing the diamond surface recovery. Furthermore,

the higher temperature may allow implanted carbon ions to diffuse to the surface rather than

occupying interstitial positions which would further increase lattice stress. The study highlights

the importance of considering probe depth of analysis technique. Both Raman spectroscopy

and NEXAFS were used in this study, with the former having a shallower probe depth. At the

surface electron stopping will dominate, resulting in reduced damage compared to deeper in

the sample where nuclear stopping can occur. The shallower probe depth of Raman probed the

lower damage electron stopping region, and therefore showed better diamond structure recovery

than the NEXAFS would suggest. Deslandes et al. also exposed pristine diamond samples to

deuterium ions of varying energy [76]. It was concluded that the exposure removed non-diamond

phases from the surface, whilst increasing the energy resulted in an ion damaged layer alongside

the removal of non-diamond phases. The energy dependence of etching highlights some of the

limitations of experimental plasma exposure setups, which commonly use ion energies an order

of magnitude higher than experienced at the first wall of a fusion reactor. In this study no notable

deuterium retention was observed although it was acknowledged this could be a result of erosion

1Graphitisation is a process in which a diamond’s sp3 structure can reconfigure to a graphitic sp2 structure at
high temperatures (above 1000 K). In the context of PFMs, this would be a major concern with such a transition
negating any potential benefits of diamond over graphite.
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of the region containing deuterium.

Guenette et al. [77] exposed CVD diamond samples to deuterium, helium and deuterium-

helium plasmas, and evaluated the damage and deuterium retention to the samples. SEM images

post exposure to plasmas containing deuterium showed a minimum fluence of around 1023 ions

m−2 was required to exhibit surface modification. With the inclusion of helium, larger features

were observed including some cracking of the surface. Small carbon protrusions/nanoparticles

were seen on surfaces exposed to plasmas containing deuterium but not the pure helium plasma.

This is likely to be evidence of redeposited carbon that had been etched from the surface. The

fraction of sp2 bonding seen on the surface was found using NEXAFS. For deuterium-helium

plasma, the fraction of sp2 increased with increasing fluence. Qualitatively, the number of

protrusions seemed to scale with this fraction, suggesting the nature of the protrusions were in

fact sp2. However, no clear trend between fluence and sp2 fraction was seen for deuterium plasmas,

with the lowest fluence exhibiting the largest sp2 fraction of 9%. It is likely that the higher fluence

resulted in greater etching of sp2 bonds resulting in an unclear relationship between damage and

sp2 fraction. Overall, modifications to the diamond surface were concluded to be minor. Guenette

et al. also observed saturation of deuterium in the subsurface of the diamond through Elastic

Recoil Detection Analysis (ERDA) measurements. At 18 eV implantation energy used, saturation

was seen at a fluence of 5×1022 m−2 and flux of 1021 m−2. Averaged over the top 20 nm, the

deuterium saturated at circa 5.4 at. %, a value lower than the predicted value of 26 at. % from

modelling [78]. Different fluxes could account for discrepancies, as modelling used a flux eight

orders of magnitude higher than Guenette et al. Again, it was concluded that the interaction

was surface level [77, 79], with minimal changes seen to the bulk, in agreement with other work

[71, 74, 76].

Although most research into this area has been experimental, some molecular dynamics (MD)

studies performed using LAMMPS (Large-scale Atomic/Molecular Massively Parallel Simulator

[80, 81]) have been carried out by Dunn et al. [75, 78, 82]. In simulations, diamond of various

orientations and temperatures was bombarded with tritium atoms. Retention and erosion mecha-

nisms were explored for various ion energies and fluences, with a particular emphasis was put on

the graphitisation transition. The (111) surface is the closest match to the graphite structure,

encouraging the graphitisation process and resulting in graphitisation at temperatures as low as

500 K [78] making it unsuitable for divertor PFM applications. For bombardment simulations,

retention and etching values of the different surface orientations were indistinguishable [82]. A

layer-by-layer erosion mechanism (in agreement with [77]) was observed resulting in minimal

impact on the bulk structure, a linear etching rate, and a retention saturation point being reached.

Some work exploring the presence of grain boundaries was carried out [78], which suggested

transport through the grain boundaries could be possible and would enhance retention.

In summary, experimental work broadly concluded that only surface level damage was

exhibited by diamond samples, with bulk properties left largely unchanged. Some etching was
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observed from this surface layer, but generally erosion was reported to be significantly less than

graphite. Higher quality and larger grain diamond contains less sp2 carbon which reduced etch

rates, suggesting MCD would be preferable over NCD or DLC. The increased conductivity of

boron doped diamond reduced damaging from arcing, although the additional defects in the

lattices resulted in an increased retention. Computational work carried out largely agrees with

experimental work. More work is required to fully understand the interaction of hydrogen with

diamond, particularly regarding grain boundaries and boron doping.

1.6.2 Windows

High intensity electromagnetic radiation at various frequencies is to be used to resonate plasma

species and increase the plasma temperature [20] (see 1.3). Windows in the tokamak are required

to apply such heating, whilst acting as a vacuum and tritium barrier [83]. Single crystal (SC)

diamond is transparent to these frequencies, can survive the harsh conditions present in a fusion

reactor and has an exceptional thermal conductivity which is beneficial for cooling, making it the

material of choice for windows in ITER. Various diagnostics are also to be included in the window

assembly to ensure the vacuum and tritium barrier is being maintained with both tritium and

arc detection.

1.6.3 Permeation barrier

A key concern surrounding tritium is its ability to permeate through metals [84] making it

challenging to contain tritium to one location, particularly at elevated temperatures. This can

lead to contamination, or changes to physical properties such as hydrogen embrittlement. To try

and counteract this, there has been work developing permeation barriers - a layer of a different

material in which diffusion is limited, preventing the escape and aiding the containment of

tritium. Typical candidate materials include metals, ceramics or glass [85], in particular ceramic

metal oxide and rare earth oxide coatings [86].

Diamond has potential as a permeation barrier. Hydrogen diffuses slowly in diamond, and

diamonds excellent thermal properties and resistance to radiation damage offer few limitations

regarding location of the barrier. Although CVD is a well-established technique that can grow

thin films over a variety of materials for use as a barrier, there are limitations. For example,

diamond cannot be directly deposited onto steel without a buffer/intermediate layer (such as

Cr-N [87]) due to irons strong affinity for carbon. Carbon materials have had some attention as a

permeation barrier for hydrogen [87–89] but there is limited research surrounding diamond.

In order to assess diamonds suitability as a permeation barrier (alongside the other potential

uses listed here) diffusion characteristics must be understood. Although there are studies [90–93]

which have explored hydrogen diffusion in diamond, the impact of grain boundaries is relatively

unexplored. Polycrystalline (PC) diamond is significantly cheaper and simpler to grow, with a
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greater variety of viable substrate compared to SC diamond, making understanding the impact

of grain boundaries important.

1.6.4 Neutron Detectors

Neutron detection is a key way of assessing the performance of a reactor. 2.5 and 14 MeV neutrons

are a product of the DD and DT fusion reactions respectively. The detection of neutrons indicates

the reaction is occurring successfully, whilst the neutron energy reflects the distribution of ion

velocities within the plasma [94]. Selection of appropriate detection method is dependent on the

energy of the neutron - as ultimately any detection method is relying on an interaction between

the neutron and detector, and the cross section of this interaction will vary with energy. At low

energies (thermal neutrons), neutrons can be absorbed by high cross section materials such as

boron, resulting in emission of high energy ions which can then be detected. Moderators are

often used to reduce neutron energy to detectable levels. Although detectors such as these are

commonplace in the fission industry, detection of the fast neutrons produced in fusion reactors

requires specific detectors.

Semiconductor based neutron detectors typically consist of a neutron conversion layer and a

separate semiconductor layer [95]. As neutrons are not directly ionising, the neutron conversion

layer consists of a thin layer of high cross section elements (such a lithium or boron) which

will produce charged particles on the interaction with incident neutrons. In order to make a

detection, charged particles will need to travel to the semiconductor layer, creating electron-hole

pairs within the semiconductor, which drift towards the collecting electrode on the application

of an appropriate bias. Neutron converter layers much be thin. Although thicker layers will

increase the opportunity for neutron interaction, the short range of the particle means a thin

layer increases the likelihood of detection.

As diamond reacts with neutrons (via 12C(n,α)9Be) and is a wide band gap semiconductor,

it can act as both the neutron converting and semiconducting layer eliminating concerns over

charged particles lost in the converting layer. Furthermore, diamonds resistance to irradiation

damage would allow it to be deployed in environments too extreme for typical semiconductors

and its wide bandgap (5.5 eV compared to 1.14 eV for silicon) offers a very low dark current,

allowing operation at high temperatures. However, the ionisation energy required to produce and

electron-hole pair in diamond is over four times higher than silicon and produces one quarter of

the primary electrons again compared to silicon [95]. As a result of this, the resultant signal in

diamond very low compared to typically selected semiconductors.

Natural diamond has been used for these applications, however recent advances have opened

opportunities for the use of SC, CVD diamond detectors [94]. Use of CVD also allows the possibility

to include dopants or other carbon isotopes to alter the cross section for neutron interaction.

Diamond based neutron detectors are due to be deployed in ITER and potentially future reactors

as well [96, 97].
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1.6.5 Tritium Detectors

Accurate and reliable tritium detection remains a significant challenge for safe tritium handling.

As a hydrogen isotope, tritium can replace hydrogen in water and organic molecules which can be

easily absorbed by the human body. This makes the detection and monitoring of tritium highly

important. However, the energy and nature of tritium’s decay (β− of average energy 5.7 keV [98])

make it particularly challenging to detect with a maximum range of around 6 mm in air [99].

Methods for tritium detection typically rely on inferring its presence through the detection of

decay products (namely β− particles). Currently, there are no methods that can detect tritium in

all phases (gas, liquid or trapped within solids). For liquids, liquid scintillation counters (LSC)

are well established and accurate. In this method, the test liquid is mixed with a liquid scintillate,

which will emit photons on the absorption of the β− particle. Gas samples can be condensed or

bubbled through water before being mixed with a liquid scintillator. This method is commonly

used for detection in tritium facilities. Although accurate, there is a significant delay as samples

are collected over the course of a week or so before testing.

Ionisation chambers are commonly used to measure activity within a gas. Incident radiation

ionises an inert gas within a chamber. A voltage is applied across the gas resulting in a current

as a result of gas ionisation. However, these detectors cannot operate under vacuum conditions

and are highly sensitive to environmental changes. Moreover, the short penetrating distance of

the β− makes detection via this method challenging.

Solid crystal scintillators are another option. In a similar manner to a liquid scintillator,

an appropriate scintillating material will generate photons as a result of incident β− particles.

Such scintillators require a moderate level of counts in order to make accurate measurements,

again limiting their applications in fusion reactors, as many scenarios require low activity

measurements. Furthermore, they often have a non-linear dependence with temperature, making

them inappropriate in regions of significant temperature change.

Lastly, there are solid state detectors. These are semi-conducting materials in which incident

radiation results in the promotion of electrons from the valance to conduction band - inducing a

current. There are advantages to solid state detectors, as a solid, they can operate under vacuum

conditions unlike gas counters, and their higher density allows for smaller volume detectors

with the same sensitivity. Diamond has great potential solid state detector [83, 100]. Diamond

possesses several advantages over more traditional semiconductors as discussed regarding

neutron detectors - its resistance to harsh conditions and wide bandgap would allow it to operate

at high temperatures without the need for cooling [83].

Retention and diffusion of tritium within a detecting material is an important consideration

from multiple standpoints. As always, uptake is a concern from an inventory point of view - losses

must be minimised to reduce startup inventory requirements and tritium retention is a concern

regarding decommissioning. This is especially important for a detector, as tritium uptake may

result in counts from retained tritium rather than a true measurement of tritium within the
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environment.

1.7 Summary

The breadth and variety of different fusion reactor designs is significant. The vast majority of

work to date has been surrounding D-shaped tokamaks with progressively larger tokamaks

planned to reach positive energy output. Significant challenges and huge associated costs of

these reactors have generated interest in smaller, compact reactors which make use of the high

magnetic field possible with HTS - the route taken by many private companies due to the potential

reduced cost and development time. Ultimately, there are very few things in the fusion landscape

which are certain aside from the need for fusion reactors to supply carbon free energy without

long-lived radioactive isotopes. As such, continuous research into different materials is required,

and it is important to have as much information on as many potential materials as possible going

forward.

There are various potential applications for diamond within fusion reactors, all of which

involve an interaction with deuterium and tritium to some degree. This makes it important to

understand diamonds interaction with hydrogenic species in terms of etching, retention and

diffusion. Accepted applications of diamond include windows and neutron detectors. There is

also a good amount of literature exploring diamond as a PFM, which demonstrates some of

diamond’s exceptional properties and highlights its potential. The work presented in this thesis

will look to develop understanding of diamonds interaction with hydrogen isotopes through both

experimental and computational work. Following this summary of the fusion landscape and

literature, Chapter 2 will outline various relevant experimental methods referred to throughout

this thesis, as well as an overview of general concepts of MD. Chapter 3 will present initial

experimental work, exploring retention within undoped and boron doped diamond through TDS

and NRA. Computational results are given in Chapter 4, which explored retention and diffusion

of hydrogen isotopes within bulk diamond and physically accurate diamond grain boundaries.

Lastly, Chapter 5 will outline the design, assembly and testing of a new setup for exposing

samples to low energy deuterium ions. This includes results from a preliminary retention study,

designed to compare the new setup to an established experimental facility used in Chapter 3.

18



C
H

A
P

T
E

R

2
METHODS

This chapter outlines the operation and applications of a range of experimental tech-

niques relevant to this research. This includes diamond growth, ion exposure, methods

to determine hydrogen retention and methods to explore structural changes. Regarding

computational work, a general discussion of MD methods, and underlying theory, is presented.

2.1 Diamond Growth Via Chemical Vapour Deposition

Initial attempts to form diamond synthetically looked to replicate the conditions in which natural

diamond forms, known as HPHT diamond (high pressure high temperature). This method created

small, high quality diamond but was not easily scaled up. Following this, CVD was developed,

which allowed for larger areas of diamond to be grown making it ideal for coatings and films. CVD

involves the atom-wise addition of carbon onto a substrate to gradually grow a film from a gas

phase, the structure of which will be dictated by the growth conditions. To allow molecules to bind

to the substrate, the precursor gas mixture must first be activated as shown in Fig.2.1. Varying

the contents and ratios of the precursor gas mixture, as well as the pressure, temperature and

substrate all impact the deposited film [102].

Only two gases are required for diamond growth: hydrogen and methane. These can be

activated to give atomic hydrogen and methyl radicals

H2 → 2H•,

CH4 +H• →CH3
•+H2.

Carbon atoms are then able to bind onto the surface of an appropriate substrate, allowing the

gradual growth of the film. Activation of precursor gases can be achieved in a variety of ways,

including using hot filaments, microwaves or electrical discharges.
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Figure 2.1: Depiction of the chemical vapour deposition process for diamond synthesis.

2.1.1 Growth Conditions

CVD reactors require a gas mixture of methane and hydrogen. Methane typically only makes

up around 1% of the gas mixture, as the high hydrogen content is used to preferentially etch

graphitic, sp2 phases. Although diamond phases will also be etched by hydrogen, this happens

at a slower rate than the etching of graphitic phases, permitting the slow growth (typically

0.1–10 µm hr−1 depending on the method [103, 104]) of a diamond film. Increases in methane

concentration will result in faster film growth due to the greater availability of carbon atoms, but

at the cost of film quality. High methane concentrations are often used for nanocrystalline and

diamond-like carbon film growth [107]. Pressure also plays a key role in determining the quality

of the deposited diamond. Typically, pressures of order 10 Torr are used [108], with pressures

significantly higher than this increasing growth the rate but at the cost of diamond quality.

The substrate temperature must be between 1000 – 1400 K for diamond growth [105], with

higher temperatures increasing the growth rate but, once again, decreasing the quality. This

places restrictions on the substrates that can be used, as the melting point must be higher than

this under operational pressures. The formation of a surface carbide is also useful to ensure

adhesion to the substrate. Silicon, molybdenum and tungsten are all commonly due to their

ability to form a carbide whilst avoiding excessive carbon solubility [105]. Substrates must be

seeded with diamond to act as the foundations for diamond growth. This can be done in a number

of different ways each with its own benefits and limitations. For example, nanodiamonds can be

ground into the surface (known as seeding by manual abrasion) which offers good adhesion to the

substrate but scratches the substrate surface resulting in a rougher film. As an alternative, a
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nanodiamond suspension can be accelerated across a potential difference onto the substrate (in

a technique known as electrospray), offering a very even coverage but at the cost of adhesion.

Seeding is required for non-diamond substrates, but is not for diamond substrates - commonly

used for adding high quality doped layers for devices.

The length of the growth run has obvious implications to the thickness of the film. However,

the film thickness can also impact the surface morphology. CVD has a columnar grow mechanism

in which growth occurs from nucleation points, and diamond phases grow out as well as up. As a

result of this, grains will coalesce during growth, resulting in larger grains present at the growth

surface of thicker films.

2.1.2 Types of Reactors

Perhaps the simplest CVD reactor, hot filament (HF) reactors rely on thermal activation of the

precursor gases. Filaments made from erosion resistive material such as tantalum are resistively

heated by applying a large electrical current. These are positioned directly above the substrates

and additional filaments can easily be added to grow films over large areas [109]. The growth

rate is relatively slow, and the growth time is limited by the filaments which must be replaced

regularly.

Plasma-assisted reactors use a plasma as the source of carbon and hydrogen radicals. This can

be done with a direct current (DC) plasma, in which an electrical discharge is used to create free

electrons and ions. In this technique, the substrate is placed on a grounded anode, whilst electrons

are supplied via a powered cathode positioned directly above the substrate [110]. Electrons are

accelerated between the electrodes and, with a sufficient potential difference, will create ions and

more electrons through collisions (known as a Townsend avalanche). This will create a sustained

plasma on top of the sample. One of the challenges facing these reactors is arcing1. To avoid

arcing, pulsed power supplies are used which skip pulses if the very high currents indicative

of an arc are detected. Microwave sources can also be used to create a plasma, which rely on

resonances of electrons to ionise gas molecules. Similarly to DC plasma reactors, the plasma ball

is positioned on top of the substrate, which means high-power microwave systems are required

for large area films [102]. Microwave reactors are the most common type of CVD reactor, and

their ability to tolerate high power inputs and more varied gas pressures results in a faster

growth rate than HF reactors.

2.1.3 Dopants and Terminations

Dopants are commonly used in diamond to alter electrical and mechanical properties, and

are typically incorporated as a precursor gas. Due to the low concentration of methane in

1Arcing produces sudden high currents from the thermionic emission of electrons, this differs to a Townsend
discharge which is characterised by sustained low currents, and electrons produced via field emission.
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the gas mixture, other gases are commonly diluted down in hydrogen to maintain reasonable

carbon:dopant ratios whilst avoiding very slow flow rates. Common dopants include:

• Boron - Boron is largely used to increase charge carrier availability, giving p-type semi-

conducting properties to the diamond [111] for sensor applications. By increasing the

conductivity, diamond can also be used as corrosion resistant chemical electrodes [112].

Metal-like conductivity is achievable for very high boron concentrations ([B] > 1021 cm−3)

but can also increase non-diamond/sp2 content within the film. Moderate levels of boron

doping can improve physical properties and decrease the rate of erosion compared to un-

doped diamond [113]. Boron is typically incorporated into diamond by adding diborane,

triethyl borane or trimethyl borane diluted in hydrogen into the gas phase.

• Nitrogen - Nitrogen impurities are present in all natural diamond and diamond synthe-

sised via HPHT. It can be added to CVD diamond through the inclusion of ammonia into

the gas mixture. Diamonds are commonly categorised based on their nitrogen content (type

I - [N] > 1 ppm, or type II - [N] < 1 ppm). The defects created by the presence of nitrogen

can be used to create fluorescent screens for use in synchrotrons [114].

• Phosphorus - Phosphorus is one of the few candidates for n-type doping in diamond [115].

n-type diamond is of particular interest for diamond diodes. Phosphine can be used as a

gaseous precursor for microwave CVD.

• Codoping - Combinations of dopants can also be used to control electrical and chemical

properties. For example, boron-nitrogen [116, 117], boron-oxygen [118] and boron-lithium

[119] codoped diamond.

A large variety of difference surface terminations are also possible and can also give rise to

p-type surface conductivity, as well as insulating behaviour.

2.2 Deuterium Implantation - DELPHI

The Device for Exposure to Low Energy Hydrogen Isotopes (DELPHI, formally TRiCEM [120])

is a facility designed to assess the retention and release of hydrogen isotopes in potential first

wall materials. Although many established ion beam facilities can implant hydrogen isotopes

at high energies, fusion relevant tests require low energy ions (101–103 eV) at high fluence.

Prior to the construction of this facility, there were limited setups capable of these conditions.

Moreover, DELPHI was designed to be able to operate with both deuterium and tritium. For

initial experiments, only deuterium was used, as this can be distinguished from the naturally

abundant hydrogen and negates the necessary safety considerations when using tritium. An

upgrade to allow the use of tritium was then attempted but, as a result of numerous issues with

the ion source, has not been completed at the time of writing.
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B A 
Figure 2.2: A - Simplified cross section of apertures in a three grid ion optic setup. B - Example
schematic of a three grid ion optic setup. This design is in reference for an ion thruster, which is
used in small space craft. Both figures taken from [121].

One of the main design considerations to allow for use of tritium is the gas circulation system.

Typically, similar setups would use a ‘once through’ system, in which gas is continuously flowing

in and out of the chamber. Although sufficient for deuterium, use of tritium requires the gas to be

recirculated to avoid waste and unnecessary contamination. In ‘recycling’ mode, contaminants

are removed from the gas and it is recirculated back into the chamber. Typically, experiments

were run in recycling mode to try and ensure results were comparable between deuterium and

tritium results.

Ions were generated by a SPECS ions source [122], which consisted of a microwave source,

a small plasma chamber with a magnetic quadrupole, and ion optics. To maximise the ion flux

incident on the samples a low pressure (around 0.7 mTorr) is used, minimising the scattering

and neutralising of ions as they travel from the plasma to the sample. Due to the low pressures,

a magnetic quadrupole surrounding the plasma chamber is used to increase plasma density

and localise it to the plasma chamber. Ions are extracted via ion optics - a series of charged

grids commonly used for initial ion extraction in ion accelerators and ion thrusters [121, 123].

Ion optics consist of 2-3 of biased grids (see Fig. 2.2). The screening grid (closest to the plasma)

helps to contain the plasma, and will be positively biased for a plasma consisting of positively

charged ions (such as a hydrogen plasma). The second grid (the acceleration/extraction grid) is

negatively charged, and is responsible for the ion extraction. The aperture size of the extraction

grid is smaller than the aperture of the screening grid (see Fig. 2.2A), ensuring some ions are

still extracted from the plasma. A third deceleration grid can also be included to prevent damage

from back streaming ions, this was grounded in the DELPHI system but can be positively biased.

The energy of the extracted ions is dictated by the potential difference between the first and last

grid. For DELPHI, this is the difference between the anode/screening grid and the grounded

deceleration grid, meaning the ion energy is given by the anode bias. Typically, experiments in
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DELPHI were carried out with an ion energy of 102–103 eV. The grid thicknesses, aperture size,

separation and grid biases all impact the form, dispersion and ion current of the resulting ion

beam.

The sample stage is located directly below the ion beam and is both thermally and electrically

isolated from the chamber. A copper block directly connected below the sample stage contains a

cooling channel as well as a 200 W heater, allowing the sample to be heated or actively cooled

during operation. For exposures at ambient temperature and above, the cooling channel is filled

with air, whilst a Hexid coolant is used for temperatures down to 4 ◦C. With no coolant and

the heater on, a maximum temperature of 450 ◦C is achievable. Stage current is measured and

linearly related to the sample current for fluence estimations. The stage current is measured in

two places, the primary measurement is taken from an area approximately 1 cm outside of the

perimeter of the sample and is used for fluence estimations. A secondary current measurement

is taken for the area a further 1 cm outside of the primary current measurement area. This

secondary region is used to give an indication of beam diversion.

Samples are loaded via a transfer arm, perpendicular to the direction of travel of the ion

beam. Use of a transfer arm ensures the main chamber can remain under vacuum, reducing

pump down time as well as minimising the potential risk of tritium contamination. The sample

is secured onto a metal tab via a wire cross, this setup allows for some movement but is only

intended to prevent the sample falling off during transfer. The metal tab clicks in place on top of

the sample stage, and rotating the transfer arm detaches it from the arm.

2.3 Analysis Methods

2.3.1 Thermal Desorption Spectroscopy

Thermal desorption spectroscopy (TDS) or thermal programmed desorption (TPD) [124, 125] is a

method of exploring the thermal desorption of molecules from a surface. A sample is heated at a

linear rate commonly referred to as the ramp rate, β, so that the temperature, T, at a given time,

t, can be given by

(2.1) T(t)= T0 +βt,

where T0 is the initial temperature. Molecules desorbed from the surface are identified by their

mass using a mass spectrometer (MS). A MS discriminates between different ions mass-to-charge

ratio (m/z), allowing for the detected species to be inferred. Different types of MS are available,

but the TDS used in this work featured a quadrupole mass analyser, which uses oscillating

electric fields to determine an ions m/z. Other MS techniques use the speed of accelerating ions

(time of flight MS) or the deflection of ions in a magnetic field to separate ions spatially (sector

MS). The MS can be calibrated to give quantitative counts. This is typically done with a leak

test calibration, in which a flow of known amount of the gas in question is put into the chamber.
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Other, less accurate, calibrations are also possible, in which a sample of known concentration is

measured.

Additional information on binding energy can be determined through repeating measurements

with various β [126]. The desorption rate can be described by a version of the Arrhenius equation

- the Polanyi-Wigner equation, which, when combined with Eq.2.1 gives

(2.2) −dΘ
dT

= Θ
nv0

β
e−Edes/kBT .

Here, Θ is the coverage of adsorbates in monolayer units and n is the reaction order of the

process and contains information of the desorption mechanism. Edes and v0 are the desorption

barriers and attempt frequency respectively, which can be used to determine the desorption rate

of each molecule. Although this higher level analysis can be used to gain quantitative description

of desorption, it typically requires repeated measurements of equivalent samples and a good

understanding of the absorbent coverage, therefore limiting the number of different samples it

would be possible to analyse.

2.3.2 Nuclear Reaction Analysis

NRA is an ion beam analysis (IBA) technique that can be used to infer the presence of hydrogen

and deuterium [127]. As the name would suggest, the technique relies on a nuclear reaction

occurring between an incident ion beam and the element to be measured. Ion beams of different

energies and species can be used to allow detection and increase the sensitivity for a particular

element. The technique is able to give concentration as a function of depth within the top few

microns of the surface [128].

For hydrogen detection, NRA typically relies on the resonant reaction with nitrogen [129],

(2.3) 15
7N+ 1

1H→ 16
8O→ 12

6C+α+γ.

Both the γ-rays and α-particles can be detected to infer the concentration of hydrogen, although

the former is typically preferred. A resonance refers to a sudden sharp peak in cross section for

a reaction at a particular ion energy. For ion energies equal to the resonant energy, the cross

section becomes much higher and a sudden increase in emitted γ-rays and α-particles is observed.

Depending on the width of the resonance, a small increase or decrease in ion energy will see

a drop in cross section, as well as the number of emitted γ-rays and α-particles. With the ion

beam energy equal to the resonant energy, detected γ-rays will be emitted from the reaction with

hydrogen on the surface. Increasing the ion beam energy beyond the resonance energy reduces

the cross section, so surface hydrogen is no longer detected. However, incident ions will loose this

excess energy as they travel through the sample until the ion energy is equal to the resonant

energy, and the reaction can occur deeper in the material. Therefore, detected γ-rays for an ion

energy greater than the resonant energy can be attributed to hydrogen deeper within the sample.

The number of detected γ-rays will be proportional to the hydrogen concentration at that depth.
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Figure 2.3: Diagram of two common ion beam techniques used for materials composition and
depth profiling. In Rutherford Backscattering (RBS), the back scattered primary ion (red arrow)
is detected, whilst elastic recoil detection (ERDA) uses the energy of the recoiled target ion (blue
circle/arrow). E0 and m0 indicate primary ion energy and mass respectively, RBS requires a m0
less than the mass of the target atom mt, whilst ERDA requires the opposite. Energy losses ∆E1
and ∆E2 correspond to ions moving through the material before and after the scattering event
respectively. The changes in energy during scattering events, ∆ES or ∆ER , are a function of mt,
f (mt).

A narrow resonance width helps ensure good depth resolution, as a smaller increase in ion energy

can be used whilst avoiding overlap in γ emission peaks. Similarly, having a bigger difference

between resonant and non-resonant cross sections will improve sensitivity in general.

NRA can also be used in a non-resonant manner, as is typically done for deuterium detections.

Deuterium can be distinguished from hydrogen using the non-resonant, deuterium specific

reaction [129]

(2.4) 3
2He+ 2

1D→ 4
2He+p.

Here, the detection of emitted protons can be used to calculate deuterium concentrations. As this

is a non-resonant reaction, there is no sudden, significant increase in cross section that can be

used for depth profiling. If only deuterium is present, or the ratio of deuterium and hydrogen

concentrations is consistent throughout the sample, the reaction with 15N (Eq.2.3) could be

used in conjunction with 2D(3He, p)4He to give an estimate of the deuterium concentration with

depth. In this work, hydrogen is incorporated throughout the sample during growth whereas the

implanted deuterium is restricted to the surface. Therefore, the 1H(15N,αγ)12C reaction which

cannot distinguish between deuterium and hydrogen would not offer any insight into deuterium

depth. Instead, the energy of the emitted proton can be used to estimate the depth at which the

reaction occurred [130, 131]. For non-resonant NRA, the ion beam energy does not need to be

varied for depth profiling, so it can be selected to maximise the signal to noise ratio based on the

cross sections of the material and the element to be measured.
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2.3.3 Elastic Recoil Detection Analysis

Other IBA techniques such as Rutherford Backscattering (RBS) and elastic recoil detection

analysis (ERDA) are commonly used to determine the composition of materials [132], with the

latter used for hydrogen detection [71]. In RBS, a low incident angle is used, and the incident

primary ion is lighter than the target ion within the material. Primary ions backscatter from the

heavier target ions, resulting in a loss of energy dependant on the mass of the target ion. Incident

ions will also loose energy travelling through the material both to and from scattering events.

Therefore, measuring the energy of the backscattered ion will give information on both the target

ion mass and its depth. This is in contrast to the geometry used in ERDA (see Fig. 2.3), which

uses a high incident angle and primary ion mass greater than the target ion. The energy of the

primary ion is transferred to a recoiling target ion which is emitted from the surface and detected.

Once again, the energy of this recoiled particle will contain information on its depth and mass.

For hydrogen detection, a helium beam is commonly used as this will avoid recoil reactions with

other, heavier elements.

2.3.4 Raman Spectroscopy

Raman spectroscopy [133] is an optical technique that relies on the interaction between a source

of monochromatic light (typically a laser in the near-infrared to ultraviolet region) and phonons

within the material. Reflected light will be elastically scattered, red or blue shifted (Rayleigh,

Stokes or anti-Stokes scattering respectively, see Fig. 2.4). Both Stokes and anti-Stokes scattering

can be used to probe the energetics of the materials phonons which are largely dependant on

the elements present and the bonding between elements. Different wavelengths can be used

to probe different phonon energies, therefore, certain wavelengths are more appropriate than

others for identifying particular species and bonding. The probing depth is typically around 1

µm but is dependant on the sample and the laser wavelength. The resultant spectra is plotted

as intensity against Raman shift (cm−1) which indicates the difference in wave number of the

incident beam compared to the excited beam reflected from the sample. Fluorescence (photon

emission of an excited molecule returning to the ground state) will also be received by the detector

and is typically removed from the spectra.

In the context of this work, Raman can be used to infer the presence of sp3C-C bonds present

in diamond, as well as sp2C-C bonding and the presence of boron in doped films. For all spectra

presented in this work, a 512 nm green laser was used, which gives a Raman shift of 1332 cm−1

for diamond bonding.

2.3.5 Electron Microscopy

Electron microscopy [134] is blanket term which includes a variety of different techniques that

use the interaction of electrons with matter to create an image. A focused beam of primary
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Figure 2.4: Simplified diagram of the underlying mechanisms of Raman spectroscopy. Green
arrows represent absorption of incident light whilst other arrows show the energy change during
different scattering events.

electrons is incident on a small area of the sample, the signal from which gives the data for a pixel

of an image. The electron beam can raster across the sample with very high positional accuracy

to build up an image of the surface. The electrons can interact with the sample in different ways

as shown in Fig. 2.5, resulting in a variety of different techniques:

• Secondary Electron Microscopy (SEM) - Secondary electrons are produced via inelas-

tic scattering mechanisms, where interactions with primary electrons result in electron

emission from the sample. Many secondary electrons are emitted from a material’s surface

which can be easily detected, allowing the imaging of surfaces to a high resolution.

• Backscattered Electron Imaging (BSE imaging) - Primary electrons can also be

backscattered from the sample through elastic (Rutherford) scattering. Heavier, higher Z

elements produce a greater number of backscattered electrons and therefore can be used

to contrast between different elements and phases. BSE that have undergone coherent

Bragg scattering can be collected to create a diffraction or Kikuchi pattern (electron

backscatter diffraction, EBSD [135]). This contains information of the materials grain

structure, orientation and phase.

• Transmission Electron Microscopy (TEM) [136] - For thin (< 100 nm), electron trans-

parent samples, primary electrons can be transmitted through the sample and detected

the other side. There are different techniques that can be used to obtain a sample of this

thickness: a pre-thinned sample can be polished to create holes with very thin regions

surrounding the aperture, or a focused ion beam can be used to mill out a cross-sectional

lamella from the sample. TEM is commonly used to study irradiation damage, as physical

changes to the sample can be observed as a function of depth, even in-situ in some setups

[137]. The contrast in a TEM image is given by electrons being scattered by different

amounts as they pass through the sample, with brighter areas corresponding to reduced
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Figure 2.5: Graphic depicting the different interactions used for various techniques in electron
microscopy. Red and blue arrows represent electrons from the primary beam and the sample
respectively.

scattering. Electron scattering can be impacted by changes in crystallographic orientation,

defects and varying electron densities within the sample, allowing TEM to be used to image

a variety of different structural features.

• Energy-dispersive X-ray spectroscopy (EDX) - When secondary electrons are emitted,

electrons from higher energy levels drop down to the lower energy hole left behind. The

transmission energy is released as a photon with a wavelength in the X-ray spectrum.

Electron transitions emit discrete energies characteristic of that element. Analysing the

energy spectrum of emitted X-rays can therefore be used to distinguish between different

elements.

• Auger Electron Spectroscopy (AES) [138] - The transmission energy released from the

ejection of secondary electrons can also be transmitted to other electrons, which are then

emitted at low energy (an Auger electron). The energy of an Auger electron contains infor-

mation of electron energy levels and therefore can be used to contrast different elements

within a material. Although similar to EDX, the yield of Auger electrons is highest for low

Z elements, allowing detection of elements as light as lithium. This is in contrast to X-ray

yield which is greater for higher Z elements.

2.3.6 Secondary Ion Mass Spectroscopy

Secondary ion mass spectroscopy (SIMS) [139] is commonly used for determining the elemental

composition of a material. The primary ion beam (commonly gallium or another heavy ion) rasters

across on a small area of the sample, causing secondary ions to be sputtered from the material.

Sputtered ions are accelerated via an electric field to a MS (the SIMS used in this work featured

a sector MS) where ions are identified based on mass.
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Ultimately, this is a destructive technique as part of the surface is etched away. The etch rate

depends on the sample and the magnification of the primary ion beam. Determining the etch rate

(by measuring the trench depth) allows for depth profiling of samples. Concentrations of elements

can also be calculated, for example, the boron concentration of a boron doped diamond film. For

this, the ratio of boron to carbon counts can be multiplied by a calibration factor. Calibrations are

required to account for the sensitivities of different elements. This can be done with a reference

sample of known concentration, typically from a high energy ion implantation where all incident

ions are assumed to be implanted.

Although SIMS can be used to determine hydrogen/deuterium concentrations [140], it was

not possible to make such measurements using the equipment available. It was attempted,

however the limited depth of implanted deuterium meant most retained deuterium was lost

almost instantly. SIMS was used for determining boron concentrations in boron doped diamond

films.

2.4 Molecular Dynamics

2.4.1 General Concept

Generally, MD simulations numerically solve Newtons laws of motion for each atom in the system.

The interatomic forces are dictated by a potential (also known as a force field), and the position,

velocity and acceleration of each particle is updated at each step. Various conditions (such as

temperature and pressure) can be applied to the simulation at each step to try and imitate a

physical scenario, whilst calculations can be performed to estimate various properties (like total

energy and volume) of the system as the simulation progresses. In this work, the computational

facilities of the Advanced Computing Research Centre, University of Bristol and the Cambridge

Service for Data Driven Discovery (CSD3) were used to carry out MD simulations using the

LAMMPS code [80, 81].

2.4.2 Potentials (Force Fields)

The most computationally expensive part of a MD simulation is calculating the forces between

particles. The total force experienced by a particle is the summation of forces exerted on it by

its neighbours and can include both long-range and short-range forces. Potentials dictate the

interatomic forces between atoms. Selection of an appropriate potential will dictate the accuracy

and speed of the simulation, and only certain potentials will be appropriate for certain atom types.

Basic potentials, such as the Lennard-Jones potential, make a two-body approximation, with

forces that are solely dictated by the separation between pairs of atoms. In contrast, many-body

potentials consider the impact of multiple interactions together, allowing for a more accurate

representation of the local bonding environment. An example of this is the Reactive Empirical

Bond Order (REBO) potential [141, 142]. This potential can accurately reproduce different carbon
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bonding environments, by using a bond order function to account for the different bond orders

(single bonds, double bonds etc.) possible between carbon atoms. This is in a similar manner to

REBO’s predecessor, the Tersoff potential [143, 144], but with the added capability of radical and

conjugated carbon bonds. The Adaptive Intermolecular Reactive Bond Order (AIREBO) potential

[145] is a further development of the REBO potential and is better suited to faster moving/higher

energy particles due to the addition of two long range terms, but these come at a computational

cost. Both REBO and AIREBO potentials are commonly used to study systems containing carbon

and hydrogen and were both used in this work.

2.4.3 Time Stepping

To initiate the simulation, atom coordinates, types and masses are given. The symmetry of a

crystalline solid means smaller unit cells can be replicated out in each direction to achieve the

desired system size. Initial velocities are then given to the atoms, these are typically sampled

from a velocity distribution that corresponds to the desired initial temperature.

Once these initial parameters have been established, a step forward in time can be taken

by calculating the forces applied to the atoms and solving Newton’s laws of motion. The force

experienced by an atom will be a combination of interatomic forces dictated by the potential and

any forces from additional conditions applied to the system (such as thermostats and barostats

and boundary conditions). The acceleration of the atom can then be determined, from which the

position of the atom at the next step can be determined with Verlet integration [146]. The new

position at a time t+∆t can be approximated by a Taylor expansion,

(2.5) r(t+∆t)= r(t)+v(t)∆t+ 1
2

a(t)∆t2 + 1
6

b(t)∆t3 +O(∆t4),

where r, v, a and b are position, velocity, acceleration and jerk respectively, and O() indicates

higher order terms. In Verlet integration, the position of the previous step is then considered,

(2.6) r(t−∆t)= r(t)−v(t)∆t+ 1
2

a(t)∆t2 − 1
6

b(t)∆t3 +O(∆t4).

Summing these equations gives

r(t+∆t)+r(t−∆t)= 2r(t)+a(t)∆t2 +O(∆t4)

(2.7) r(t+∆t)= 2r(t)−r(t−∆t)+a(t)∆t2 +O(∆t4).

Now, the position at the next step can be calculated with the current position, the previous

position and the acceleration - eliminating the jerk term and maintaining an error of O(∆t4). The

acceleration of the particle is given by the force it experiences, F, based on its position compared

to other atoms and its mass, m,

(2.8) a(t)= F(r(t))
m

.
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The velocity can be found using the Stormer-Verlet method. Subtracting Eq.2.6 from Eq.2.5

gives

r(t+∆t)−r(t−∆t)= 2v(t)∆t+ 1
3

b(t)∆t3

v(t)= r(t+∆t)−r(t−∆t)
2∆t

+ b(t)∆t3

3∆t

(2.9) v(t)= r(t+∆t)−r(t−∆t)
2∆t

+O(∆t2).

This is inconvenient, as information from the previous, current and next step is required to

complete a step. Additionally, this equation relies on a fixed ∆t. Use of a variable timestep is

often preferable and means the timestep can be reduced if a certain criterion is fulfilled (such as

an atom exceeding a certain displacement during a timestep) to maximise the default timestep

whilst maintaining accuracy. The reliance on the previous step prevents the use of a variable

timestep but can be avoided, by rewriting Eq.2.9 as

(2.10) v(t+∆t)= r(t+∆t)−r(t)
∆t

+O(∆t).

However, this results in a large error of O(∆t). The alternative is the velocity Verlet algorithm.

As before, we can write the position, velocity and acceleration of the next step in as a Taylor

expansion

(2.11) r(t+∆t)= r(t)+v(t)∆t+ 1
2

a(t)∆t2 +O(∆t3)

(2.12) v(t+∆t)= v(t)+a(t)∆t+ 1
2

b(t)∆t2 +O(∆t3)

(2.13) a(t+∆t)= a(t)+b(t)∆t+ 1
2

d
dt

b(t)∆t2 +O(∆t3).

Rearranging Eq.2.13 for b(t) and substituting this into Eq.2.12 gives

v(t+∆t)= v(t)+a(t)∆t+ ∆t
2

(a(t+∆t)−a(t))+O(∆t3)

(2.14) v(t+∆t)= v(t)+ ∆t
2

(a(t+∆t)+a(t))+O(∆t3)

This has a smaller error than both Eq.2.9 and Eq.2.10, and it does not require information from

the previous step - permitting the use of variable timesteps. Eq.2.14 can also be written in terms

of force with Eq.2.8 to give the steps of the algorithm

1. Calculate new positions with r(t+∆t)= r(t)+v(t)∆t+ F(r(t))
2m ∆t2.

2. Calculate forces for new positions (F(r(t+∆t)) using an appropriate potential.
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3. Calculate new velocities with v(t+∆t)= v(t)+ ∆t
2m (F(r(t))+F(r(t+∆t))).

These steps can be repeated as required to run the simulation. If a variable timestep is used,

a maximum displacement or maximum energy change of an atom during a simulation step is

defined. For every atom at the end of each step, a conservative estimate is calculated of the largest

timestep that could be used whilst preventing a displacement or increase in energy greater than

the defined maximums. If this is smaller than the default timestep for any of the atoms in the

system, the timestep is decreased for the next step, always ensuring no atom experiences a

change in position or energy outside of the defined limits. To allow the use of a variable timestep,

the velocity Verlet algorithm was used in this work.

2.4.4 Thermostats

In LAMMPS, a ‘fix’ can be applied to the system at the end of each step [147]. Fixes can be used

to apply various conditions to the system, such as controlling temperature, pressure or applying

boundary conditions.

Thermostat algorithms are used to maintain desired temperature of the system. This is

useful for simulating a canonical NV T ensemble, where the amount of substance (N), volume

(V ) and temperature (T) are conserved. As temperature is a statistical quantity, and there are

limited numbers of atoms present in a MD system, it can fluctuate significantly. Statistical

temperature can be approximated with instantaneous temperature which is given by summing

over the particles of the system [148]

(2.15) T(t)=
N∑

i=1
= miv2

i (t)
kBN f

where mi and vi are the mass and velocity of a particle, and N f is the number of degrees of

freedom. As velocities are updated at each timestep, significant fluctuations in temperature can

be expected, especially if energy is being added to the system (such as a new energetic atom).

Temperature corrections are required to ensure instantaneous temperature fluctuates about the

target temperature.

Velocity scaling is the simplest way in which temperature can be controlled. Here, velocities

are scaled at each step to maintain a constant average kinetic energy per particle. However, this

does not truly simulate a constant temperature ensemble, in which instantaneous temperature

will fluctuate [148]. Thermostats are commonly used to avoid this which, instead of directly

scaling velocities, act as a heat bath which the simulated system can transfer energy with. This

is closer to how a physical system would behave if the simulation cell is considered to be a

small volume of a larger material. Different thermostats approach this interaction between the

system and heat bath in different ways. The Nosé-Hoover thermostat [149] was used in this

work and works by including additional dynamic variables which are linked to particle velocities.

The temperature bath offers resistance to temperature changes and pushes the velocities of
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A 

B 

Figure 2.6: Simplified diagram of periodic boundary conditions for a simulation cell that is too
small (A) and sufficient size (B). Light blue atoms are exerting a force, and dark blue atoms are
receiving a force. Black boxes indicate the boundaries of the simulation cell, with faded boxes
showing the effect of periodic boundary conditions. When too small, two atoms can interact twice
(green arrows), or an atom can interact with itself (red arrows). This does not occur with the
larger system size.

particles towards the target temperature. In LAMMPS, the rate at which these changes are

made can be controlled by a time parameter tdamp. A shorter tdamp allows for faster return to

target temperature, but can result in erratic temperature changes. A longer tdamp will offer more

gradual, controlled temperature changes, but may not respond quick enough if energy is begin

added to the system. Barostats operate in a similar manner to thermostats but are used to control

pressure.

2.4.5 Boundary Conditions

The computational complexity of a MD simulation can result in more accurate results than

other simulation types which fail to specifically model atomic structure. However, this puts

constraints on the system size and timescales that are possible to simulate. As such, typical MD

simulations consist of 1000–100000 atoms and a simulation volume on the nanometer scale. In

order to mimic larger systems, the symmetry of a crystalline system can be exploited. Periodic

boundary conditions allow atoms to interact with each other across the simulation boundary -

effectively simulate another, identical system joined onto the periodic boundary. Although this is

very effective at adding stability to the system, a minimum system size is still required. Smaller

systems will exhibit more erratic temperature variations, especially if energetic atoms are to be

added as these will make up a greater proportion of the total system energy compared to a larger

system. Furthermore, long range interactions between atoms could result in self-interaction if

the dimensions of the systems are too small, or the same atom producing opposing forces on

another atom (see Fig. 2.6).
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3
EXPOSURE OF DIAMOND SAMPLES TO DEUTERIUM IONS

As discussed in Chapter 1, diamond’s interaction with hydrogen is one of the main concerns

surrounding its use in fusion reactors. These concerns largely arose from the previously

used allotrope of diamond - graphite, which displayed unacceptable levels of chemical

etching and retention of hydrogen isotopes. In order to assess diamonds suitability for applica-

tions within fusion reactors, its interaction with hydrogen in fusion relevant conditions must

be understood. This chapter presents results from experimental work focused on furthering

understanding of hydrogen isotope retention within various diamond samples.

Some of the work presented in this chapter has been adapted from [150], namely, the TDS

results of undoped PC samples presented in 3.2. Exposures in DELPHI were carried out by A.

Wohlers (UKAEA, Abingdon), and the TDS measurements by Y. Zayachuck (UKAEA, Abingdon).

All analysis and conclusions of results are the author’s (J. Pittard) own, although discussed with

the other authors of this paper. NRA measurements were performed by N. Catarino (IST, Lisbon)

as part of a RADIATE grant. Selected samples were exposed to a C+ ion beam to damage the

surface. These ion irradiations were conducted by L. Antwis (UKNIBC, Surrey) and were funded

through an EPSRC pump primer grant. Electron microscopy (SEM, BSE and EDX) results were

acquired with the assistance of J.C. Eloi (CIF, Uni. of Bristol). SIMS measurements were carried

out with the assistance of L. Cullingford (IAC, Uni. of Bristol).

3.1 Samples, Preparation and Methodology

UKAEA’s DELPHI facility (described in 2.2) was used to expose diamond samples to deuterium

ion clusters between 0.2 and 1.0 keV. Deuterium retained in diamond samples was determined

using TDS and NRA. Alongside retention measurements, Raman spectra and electron microscopy

measurements were taken pre and post exposure for selected samples. SIMS was used to deter-
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CHAPTER 3. EXPOSURE OF DIAMOND SAMPLES TO DEUTERIUM IONS

Table 3.1: Summary of samples discussed within this chapter. PC - Polycrystalline, E6 - Acquired
from Element 6, TM100 - Element 6 product code ((100) orientation), BDD - Boron doped diamond
either high, low or residual (Res.) boron concentration in gas phase. TDS - Thermal Desorption
Spectroscopy, SEM - Scanning Electron Microscopy pre or post exposure in DELPHI, RS - Raman
Spectroscopy. Anode voltage refers to the anode in DELPHI and corresponds to the energy of the
incident deuterium ions in eV. Delay between exposure and retention measurement is indicated
in brackets when applicable.

Sample Description Anode Retention Other
Voltage Analysis Analysis

1-1a PC E6 TM100 10×10 mm2 400 TDS (1 day) SEM-Post
1-1e PC E6 TM100 10×10 mm2 600 TDS (7 days) SEM-Post
1-1f PC E6 TM100 10×10 mm2 200 TDS (7 days) -
1-1g PC E6 TM100 10×10 mm2 1000 TDS (7 days) SEM-Post
1-2a PC E6 TM100 10×10 mm2 800 TDS (7 days) SEM-Post
1-2b PC E6 TM100 10×10 mm2 300 TDS (7 days) SEM-Post
1-3a PC E6 TM100 10×10 mm2 - TDS -
1-4b SC E6 (110) 6.8×3.3 mm2 400 NRA (1 month) -
1-4c SC E6 (110) 6.8×3.3 mm2 800 NRA (1 month) -
1-5b PC E6 TM100 10×10 mm2 400 NRA (1 month) -
1-5c PC E6 TM100 10×10 mm2 800 NRA (1 month) -
2-3a High [B] BDD 10×10 mm2 400 TDS (7 days) SIMS, SEM-Pre/Post, RS
2-3b High [B] BDD 10×10 mm2 - - SEM-Pre, RS
2-4a Res. [B] BDD 10×10 mm2 - - SEM-Pre, RS
2-4b Res. [B] BDD 10×10 mm2 400 TDS (7 days) SEM-Pre, SIMS, RS
2-5a High [B] BDD 10×10 mm2 - - SEM-Pre
2-5b High [B] BDD 10×10 mm2 - - SEM-Pre
2-6a High [B] BDD 10×10 mm2 - - SEM-Pre
2-6b High [B] BDD 10×10 mm2 - - SEM-Pre
2-8a Res. [B] BDD 10×10 mm2 - - SEM-Pre, RS
2-8b Res. [B] BDD 10×10 mm2 400 - SEM-Pre/Post, RS

2-11a Low [B] BDD 10×10 mm2 400 TDS (7 days) SEM-Pre, RS
2-11b Low [B] BDD 10×10 mm2 - - SEM-Pre, RS
2-13a Low [B] BDD 10×10 mm2 400 - SEM-Post, RS
2-13b Low [B] BDD 10×10 mm2 - - RS
2-14a Low [B] BDD 10×10 mm2 - - SIMS, RS
2-14b Low [B] BDD 10×10 mm2 - - SIMS, RS
3-1a SC E6 (110) 6.8×3.3 mm2 - - SEM, RS

C+ Irradiation to 1 dpa
3-2a SC E6 (110) 6.8×3.3 mm2 - - SEM, RS

C+ Irradiation to 0.1 dpa
3-3a SC E6 (110) 6.8×3.3 mm2 - - SEM, RS

C+ Irradiation to 0.01 dpa
3-4a SC E6 (110) 6.8×3.3 mm2 - - SEM, RS
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3.1. SAMPLES, PREPARATION AND METHODOLOGY

mine atomic composition of boron doped samples. A variety of different diamond samples were

explored, including PC and SC diamond, boron doped diamond (BDD) and ion damaged samples.

Although the intention was to expose all samples in DELPHI, delays surrounding this facility

meant this was only possible for selected samples. A summary of all samples to be discussed in

this section can be seen in Table 3.1.

3.1.1 Polycrystalline Diamond

PC samples acquired from Element 6 (product code 145-500-0536) were the first samples tested.

Although SC diamond is required for window and sensor applications, PC diamond is significantly

lower cost and easier to fabricate in large areas or as a coating on non-diamond substrates,

making it more relevant for plasma facing applications. Furthermore, the moderate size (10×10

mm2) of these samples acts to maximise total deuterium counts. This is particularly important

for whole sample techniques such as TDS, as smaller samples will result in lower counts and

increased signal to noise. Commercially grown samples were selected for initial testing to avoid

concerns over consistency and delamination from a substrate, allowing other variables to be

compared with greater confidence.

Eight of the PC diamond samples were exposed to deuterium ions in DELPHI with an anode

voltage varying between 200 and 1000 V (corresponding to an ion cluster energy of 200–1000 eV).

All samples were exposed for five hours at ambient temperature and a flux of 3.04×1017 ions m−2

s−1 [120], reaching an estimated total fluence of at least 5.5×1021 ions m−2. An additional sample

acted as a reference and underwent TDS without any exposure to deuterium ions beforehand.

Post exposure, retention in the samples was determined using either TDS or NRA. TDS

measurements were taken 7 days after exposure for all samples except 1-1a (400 eV exposure

of PC diamond) which was measured the following day. TDS was carried out using a Hiden

Analytica Ltd Type 640100 TPD workstation [125]. Samples were placed on a hot plate which

was heated from room temperature to 1273 K, at which it was held for an hour. A heating rate of

10 K min−1 was used. The presence of residue from an adhesive mounting disc meant one sample

required a protective aluminium nitride (AlN) layer to protect the TDS from contamination.

This protective layer reduced the temperature reached by the sample (resulting in lower total

counts) and meant a temperature correction was required [151]. Signals of masses 2, 3 and 4

(corresponding to H2, HD and D2 molecules) were detected and quantified using H2 and D2

calibrated leaks (with the calibration factor for HD being an average between the two).

NRA was carried out at IST Lisbon with support from the RADIATE project. Here, a helium-3

ion beam was incident on a �1 mm circular area of the sample. Protons detected from the
2H(3He,p)4He reaction were used to infer the presence of deuterium, the energy of which can

be used to determine the depth profile (see 2.3.2). Initially, measurements were attempted with

a 2.3 MeV 3He beam (an energy commonly used when analysing fusion materials). However,

deuterium proved to be in such low amounts, a 1 MeV beam was required (increasing the cross
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Table 3.2: Summary of growth conditions of boron doped samples, grown in a hot filament
CVD reactor. All samples were grown on a molybdenum substrate seeded via manual abrasion.
Descriptions (‘Lightly’, ‘Heavily’ etc.) refer to the B:C gas phase ratio, whilst boron concentration
[B] refers to SIMS measurement of samples. *Value from a different sample grown under
equivalent conditions.

Sample Description Gas Phase CH4 H2 5% B2H6 Growth
B:C (sccm) (sccm) in H2 (sccm) Time (hrs)

2-4b Residually Doped Residual 200 2 0 4:15
[B] = 8.34×1020 cm−3

2-11a Lightly Doped, 3500 ppm 200 2 0.07 4:00
[B] = *5.88×1020 cm−3

2-3a Heavily Doped 35000 ppm 200 2 0.70 4:10
[B] = 6.55×1021 cm−3

section with deuterium whilst decreasing the cross section with carbon) to successfully detect

deuterium within the samples.

3.1.2 Single Crystal Diamond

PC diamond is inappropriate for some of diamonds potential applications and SC must be used

instead. For example, microwave transparency is needed for window applications, and reducing

defects can improve carrier mobility and therefore the performance of detectors [152]. Additionally,

PC diamond has a higher sp2 content from the increased number of defects and the presence

of grain boundaries. As sp2 carbon exhibits greater chemical etching from hydrogen ions, SC

diamond would be expected to exhibit increased resilience. The presence of grain boundaries

could increase retention [64], and impact diffusion characteristics. The impact of grain boundaries

has been further explored through simulation in Chapter 4.

SC diamond samples were acquired from Element 6 (product code 145-500-0573). Samples

were 6.8×3.3×0.2 mm in size and orientated with (110) faces aligned with the surface. Two of

these were exposed in DELPHI with anode voltages of 400 and 800 V respectively. These voltages

were selected as conclusions from PC samples suggested they might be of particular interest.

Retention within these samples was evaluated using NRA.

3.1.3 Boron Doped Diamond

As discussed in 2.1.3, boron doping is commonly used in diamond to alter physical and electrical

properties. Porro et al. [65] highlighted that the inclusion of boron into diamond could be of

benefit for plasma facing applications as the increased conductivity reduces arcing effects. In

graphite, boron doping was found to improve resistance to chemical etching [153] but at the cost

of increased retention [39]. Furthermore, many sensor and diagnostic applications required boron

doping, so it is important to consider the effect this has on retention.
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Boron doped diamond films were grown using a hot filament CVD reactor on molybdenum

substrates seeded via manual abrasion. Different flow rates of diborane gas were used to vary

the boron concentration between different samples. Some samples were residually doped to try

and achieve low levels of doping. To do this, no additional diborane is added, but boron desorbed

from the chamber walls during growth is present. A summary of the growth conditions can be

seen in Table 3.2. A relatively long growth time of at least 4 hrs was used for all samples to

ensure reasonable film thickness was achieved. Provided the film thickness is greater than the

penetration depth of incident deuterium (expected of order nm) exact thickness is not of concern

for these experiments but is expected to be of the order of microns. However, film thickness often

impacts other variables such as grain size, with thicker films typically exhibiting larger grains

[102]. The relatively long growth period was used to try and minimise the likelihood of poor

quality or nanocrystalline diamond phases.

SIMS was used to determine boron concentrations (see Table 3.2) for three samples, each

grown with different diborane flow rate. To do this, the B:C ratio was averaged across an etch

time of approximately 15 minutes. A correction factor had been previously determined1 for this

apparatus by measuring the B:C ratio of a reference sample of known concentration. Applying this

correction gave the estimated boron concentration. The highly doped sample gave a concentration

an order of magnitude higher than the other samples tested. Surprisingly, the residually doped

sample gave a concentration slightly higher than the lightly doped sample, although both were

within the same order of magnitude. The boron concentration of residually doped samples is

largely dictated by the boron concentrations used in previous growths. Boron has a strong memory

effect, and significant amounts will be taken up by the chamber walls from previous growths and

released during later growths. If a particularly high boron concentration growth was carried out

prior to the growth of the residual sample, a relatively high concentration may still be possible,

despite no diborane being added to the gas mixture.

The presence of boron dopants can also be inferred using Raman spectroscopy. Fig. 3.1 shows

three Raman spectra of boron doped diamond films taken with a green laser (512 nm) with

the background removed. The sharp peak at 1332 cm−1 indicates the presence of the diamond

structure and sp3 bonds. The broader peak at 1200 cm−1, and the diminishing of the diamond

peak, indicates increased disorder in the lattice as a result of boron doping [154]. For the heavily

doped diamond (35000 ppm B:C in gas phase) it can be seen that this merges with the diamond

peak and is a classic indicator of highly boron doped diamond. A change in Raman shift of the

1332 cm−1 diamond peak indicates stress in the crystal and typically will redshift with boron

doping [155, 156] as observed here. For the lightly doped sample, the two peaks are much more

easily distinguished, whilst only a small peak at 1200 cm−1 is present for the residually doped

sample.

Raman spectra of residual and lightly doped samples suggests different boron concentrations

1By P. J. Heard (IAC, Uni. of Bristol, 27/10/14).
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between the samples. This is in contrast to the SIMS results, which gave very similar concen-

trations for the two growth conditions. The most likely explanation is discrepancies between

supposedly equivalent growth conditions, as the sample exposed in DELPHI and measured with

the Raman was different to the sample measured in the SIMS. Despite the diborane flow rate

being the same, it is possible there is significant variation between the concentrations in these

samples because of differences in the boron content of the chamber. For the lightly doped sample,

the boron contribution from the chamber may be significant in comparison to the amount from

diborane in the gas mixture. If this were the case, the concentration within the film would also

be dependent on the residual boron level rather than the just diborane flow rate. Alternatively,

differences in concentration could be a result of the small probe area of both Raman and SIMS,

meaning the measurement may not be representative of the whole sample. Additionally, all Ra-

man spectra were taken shortly after the growth was complete, but this was not always possible

with the SIMS measurements. For the residual and highly doped samples, SIMS measurements

were taken after exposure in DELPHI and TDS, whereas the lightly doped sample was measured

prior to exposure. Although timings of measurements were not considered to be important, it

could be possible that the exposure to deuterium plasma and the effective annealing in the TDS

resulted in some change in material properties that ultimately impacted the SIMS measurement.

The inclusion of boron into the diamond resulted in several morphology changes to the films

as can be seen in Fig. 3.2. With increased boron concentration, a decrease in planar defects can

be observed, with facets appearing larger and smoother for the highly doped sample. This is

commonly observed [157], and a result of dopants lowering the barrier for vacancy diffusion

and improving incorporation of carbon atoms to their correct lattice positions. The highly doped

sample also exhibits more triangular facets typical of (111), rather than the rectangular (100)

facets which can be seen, alongside (111) facets, in the lower [B] samples. Reduction of (100)

facets is also common in boron doped diamond [158, 159]. Residually and lightly doped samples

present with very similar morphologies, supporting the SIMS results suggesting these are of

similar boron concentrations.

Boron doped samples were exposed in DELPHI with an anode voltage of 400 V. Standard

conditions were used throughout and matched those used for undoped PC samples. Similarly,

TDS was used to determine retention in the same manner as undoped samples.

3.1.4 Ion Damaged Diamond

For in-vessel applications, assessing the performance of damaged samples is key when considering

the durability of materials. In a fusion reactor, materials will sustain significant damage as a

result of high fluences of fast neutrons. However, outside of reactor conditions, it is challenging

to achieve sufficient levels of damage via fusion relevant neutron irradiation2. Instead, self-ion

2Although, the International Fusion Materials Irradiation Facility-DEMO Oriented Neutron Source (IFMIF-
DONES) is under construction, and will achieve neutron doses of over 20 dpa/yr [160].
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35000 ppm
3500 ppm 
Residual

Figure 3.1: Offset Raman spectra for three CVD diamond films (samples 2-3a, 2-11a, 2-4b top to
bottom) grown with various flow rates of diborane. Values in the legend refer to the B:C value of
the growth gas mixture. Residual doping has no additional boron in the gas mixture, only the
residual boron within the chamber. Sharp peak at 1332 cm−1 shows the presence of diamond
whereas the broader peak around 1200 cm−1 is attributed to disorder as a result of boron dopants.

1 μm

BA C

1 μm 1 μm
Figure 3.2: Secondary electron images of three boron doped diamond films. A - Residually doped
(sample 2-8b), 15 kV, 5 nA probe current, 10.2 mm working distance, ×10000. B - Lightly doped
(sample 2-11a), 15 kV, 5 nA probe current, 9.3 mm working distance, ×10000. C - Highly doped
(sample 2-3a), 15 kV, 5 nA probe current, 10.1 mm working distance, ×10000.
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Figure 3.3: Results from TRIM calculations for damage sustained to diamond along 〈110〉.

irradiation is commonly used as a simple way to test the impact of damage to potential materials.

Although a high level of damage can be reached in this manner, ion and neutron damage effects

are not necessarily equivalent and care is required when comparing the two [161]. Ions will

interact far more readily with a material, resulting in increased damage (vacancies, dislocations

and other physical defects) and shallower interaction depths. Alongside physical damage, neutron

irradiation has the potential for chemical changes. Neutron capture results in transmutation of

atoms in the irradiated material, with the potential of creating unstable, radioactive, isotopes.

This is of particular concern of heavy elements which will typically accept neutrons much more

readily than lighter elements, although this is dictated by the cross section for neutron capture

which is highly dependent on energy. Broadly, carbon materials present limited neutron activation

compared to other materials, although formation of 14C can be a concern under some conditions

[162].

Both simulation and NRA results presented later suggested penetration depth of deuterium

ions was limited (< 10 nm). As such, irradiation conditions were optimised for low depth dam-

age, as having an increased damage levels deep within samples will be unlikely to impact

retention which is limited to the surface. Irradiation conditions used were optimised for target

displacements per atom (dpa) within the top 0.2 µm of the surface.

Calculations to estimate dose for given irradiation conditions were carried out using SRIM

(Stopping and Range of Ions in Matter [163]). This is a commonly used Binary Collision Approx-

imation (BCA) code which simulates an amorphous material and probabilistically determines

the interaction between a material and incident ions. By avoiding explicitly simulating atomic
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Table 3.3: Parameters used for SRIM [163] calculations. Lattice Binding energy was set to 0 eV
in agreement with [165].

SRIM Parameters
Calculation Type Quick: Kinchen-Pease
Atomic Density 3.53 g cm−3

Displacement Energy 47.68 eV
Lattice Binding Energy 0 eV

Surface Energy 7.41 eV
Incident Ions 10000

structure as is done in MD, much greater system sizes (and higher ion energies) can be simulated.

BCA codes become less accurate at low energies where atomic structure and channelling effects

can be significant compared to higher energies where these can largely be neglected [164]. The

parameters used in calculations can be seen in Table 3.3. Calculations were carried out following

the method outlined in [165] in which vacancies are estimated by calculating the damage energy,

Tdam, from the energy lost to target atoms and ionisation. From the vacancy distribution, the

fluence required to reach a desired dpa at a certain depth could be determined.

At these energies, there are two ion stopping mechanisms to be considered: electronic and

nuclear [166]. Electronic stopping is a result of inelastic interactions between electrons of the ion

and within the target material. Typically, this results in reduced damage compared to nuclear

stopping, which is a result of atomic collisions and as such gives much greater energy transfer.

Initially, as an ion penetrates a material, ion energy is high and electron stopping will dominate

resulting in gradual energy losses of the ion as it travels through the material. Once sufficient

energy has been lost, the likelihood of nuclear collisions increases, and nuclear stopping will

dominate deeper within the material. The sudden transfer of energy during nuclear stopping

results in a peak damage at some distance beyond the surface, as well as a peak in implanted ion

depth.

Initially, it was considered that the use of high energy protons would be most appropriate for

simulating the neutron damage experienced by a first wall material. However, SRIM calculations

revealed that electronic stopping is expected to dominate at the depth of interest for these high

energies, meaning unfeasibly high fluence would be required to reach target dpas at the surface.

Reducing the energy would move the nuclear stopping depth to the surface, but once again

this would require unfeasibly high fluences to reach target damage levels from a lower energy

irradiation. Instead, a higher mass was used to achieve the high target doses at a shallow depth

(see Fig. 3.3). Use of self-ion irradiation also removes any impact from the chemical interactions

between the implanted ions and the target material, or implanted ions and deuterium ions to be

implanted later (which could influence TDS results).

At the UK National Ion Beam Centre (UKNIBC), 100 keV 12C+ irradiations were carried out

at three fluences (5.2×1018 C+ m−2, 5.2×1019 C+ m−2 and 5.2×1020 C+ m−2) corresponding to an
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Figure 3.4: Raman spectra taken with a green laser (514 nm) of single crystal (110) diamond
samples exposed to 100 keV carbon ions at various doses.

average dpa of 0.01, 0.1 and 1 respectively within the top 0.2 µm (as estimated with SRIM). All

irradiations were carried out at room temperature. It was not possible to expose these samples in

DELPHI as had been planned, and analysis was limited to SEM and Raman spectroscopy.

Raman spectra of ion irradiated SC diamond samples showed a stark contrast to pristine

samples as seen in Fig. 3.4. Clearly, significant damage has occurred in the top micron of the

diamond (approximate Raman probe depth), with the highest dose showing little evidence of

the 1332 cm−1 diamond peak at all. For 0.1 and 1 dpa samples, a peak at 1580 cm−1 can be

seen which could suggest some graphitisation of the surface has occurred. Deslandes et al. [71]

performed 5 MeV C+ irradiation and observed more subtle changes in Raman spectra, which

was likely a result of the peak damage of the higher energy irradiation being beyond the probe

depth of Raman spectroscopy. Visually, the colour of the samples has changed, with higher dose

samples appearing darker as seen in Fig. 3.5.

SEM images of the 1 dpa sample can be seen in Fig. 3.6. Stripes across the surface are visible

on the surface as seen in Fig. 3.6A. Rotating the sample stage 90◦ as was done in Fig. 3.6C to

D confirmed these are genuine features of the surface not a result of the raster of the electron

beam. Such marks are similar to ripples commonly observed on samples exposed to ion beams

[167, 168]. Smaller circular marks are also present across the surface as well as larger particles.

Lack of contrast in BSE images (not shown) suggested only carbon was present on the surface. It

was apparent that the high dose samples exhibited less surface charging - suggestive of a higher

electrical conductivity and, again, possible graphitisation. Few features of note were observed
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Figure 3.5: Ion irradiated single crystal diamond samples. The four samples (3-1a, 3-2a, 3-3a
and 3-4a left to right) were exposed to 100 keV carbon ions at various fluences to achieve the
estimated doses of 1, 0.1, 0.01, 0 dpa respectively. Marks were used to distinguish between
irradiated and unirradiated sides.

1 μm

A

5 μm

B

100 μm

D

10 μm 10 μm

DC

Figure 3.6: SEM images taken of a SC (110) diamond sample post irradiation to 100 keV carbon
ions at a fluence of 5.2×1016 C+ cm−2, achieving an estimated dose of 1 dpa within the top 0.2 µm
(sample 3-1a). A - Raster marks on surface. 15 kV, 5 nA probe current, 19 mm working distance,
×20000. B - 15 kV 30 nA probe current, 10 mm working distance, ×5000. C - 15 kV, 30 nA probe
current, 10 mm working distance, ×200. D - Image C rotated 90◦ to ensure raster lines were
physical. 15 kV, 30 nA probe current, 10 mm working distance ×2000
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on the lower dose samples due to the polished surface, lack of grain boundaries and significant

surface charging.

3.2 Deuterium Retention in Diamond

3.2.1 Pristine Undoped Diamond

Fig. 3.7 presents a comparison of TDS spectra for the six of the PC samples implanted at different

energies and the reference PC sample which was not implanted. It can be seen in the D2 spectra

that, as the implantation energy of deuterium ions increased, an additional release peak in the

900-1100 K temperature range appears. A peak in this temperature range was not observed in

HD or H2 spectra - where implantation energy appears to have minimal effect.

Hydrogen and deuterium were incorporated into the diamond in different manners; the

former was incorporated from the gas phase during growth, whilst the latter was energetically

implanted. Differences in H2 and D2 spectra are likely to be a result of these differing processes.

CVD diamond is grown in a hydrogen rich environment and exposed surfaces are hydrogen

terminated. As grains coalesce during growth, hydrogen on the surface of the grains becomes

trapped within grain boundaries, resulting in a high hydrogen content concentrated within the

grain boundaries [90]. Therefore, peaks seen in H2 spectra are likely to correspond to desorption

from grain boundary binding sites. In contrast, deuterium was energetically implanted, meaning

a wider variety of binding sites were available compared to the low energy hydrogen. Due to the

similar mass and bonding mechanisms of hydrogen and deuterium, it would be expected that

equivalent binding sites would desorb at the same temperature. As such, the first peak seen

in the 600–800 K temperature range which is seen in some of the H2, HD and D2 spectra is

attributed to deuterium coming from grain boundary binding sites, as is the third peak seen

above 1100 K. The second peak seen in the D2 spectra (in the 800–1100 K range) becomes more

prominent with increasing implantation energy. No significant peak in this temperature range

can be seen in H2 or HD spectra, suggesting the binding sites associated with this peak was

not accessible to hydrogen bound within the diamond. Therefore, inter-grain binding sites are

a possible candidate for this temperature range, as minimal hydrogen would be found within

grains. It is also logical that increasing the implantation energy would result in a greater amount

of deuterium successfully penetrating the grains.

Although it can be said with some confidence that hydrogen desorption will predominately

occur from grain boundaries, the new desorption peak in D2 spectra could also indicate ion

damage of the surface has occurred. Damage sustained to the diamond could result in an increase

in defects and potential trapping sites, offering a possible explanation for the broad peak observed

only for ion energies above 600 eV. Su et al. [170] reviewed results from a number of TDS studies of

(100) diamond. It was concluded the contributions from a high temperature main peak and a lower

temperature shoulder were shown to vary with degradation of the surface. Across the studies
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Figure 3.7: Counts of masses 4, 3 and 2 (attributed to D2, HD, H2 respectively), taken from six
PC CVD diamond samples post deuterium implantation at various energies and one reference
sample without implantation.The sample stage was heated at a ramp rate of 10 K min−1 from
room temperature to 1273 K at which it was held for an hour. The 400 eV sample (blue) required
a protective aluminium nitride layer, resulting in a reduced maximum temperature and the need
for a temperature correction.
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Figure 3.8: TDS spectra of mass 2, attributed to H2 counts, for five PC CVD diamond samples post
deuterium implantation at various energies (as indicated in the legend). Samples were heated at
a ramp rate of 10 K min−1 from room temperature to 1273 K at which it was held for an hour. A
typical temperature profile (brown dashed line) is also included.

discussed in [170], activation energies for desorption were said to range from 1.6–3.4 eV, with

most values towards the top end of this range. As discussed by Su et al., one study used electron

irradiation to destroy the (100) surface [171], which lead to the lower temperature peak becoming

the main peak with a higher temperature shoulder. In the results collected here, the new peak

seen for higher energy implantation could indicate a similar effect. Furthermore, Deslandes et al.

[76] observed notable increase in damage to diamond samples for 500 eV deuterium ions, and

proposed a mechanism in which higher energy ions increase damage present in the subsurface of

the diamond. Raman spectroscopy measurements taken post exposure where unable to highlight

any notable differences between samples before and after exposure, however this is likely due to

the probing depth being too high. Deslandes et al. used NEXAFS to evaluate the surface damage

at a shallower depth and saw clear differences with increasing ion energy. Therefore, it seems

likely that some surface damage has occurred for the higher energy implantations, which has

resulted in significant trapping within diamond grains. This observation is in contrast to lower

energy implantations in which trapping is thought to be dominated by grain boundaries. As grain

boundaries make up a relatively small proportion of the overall surface, this suggests incident

deuterium can diffuse into grain boundary trapping sites when stable binding sites in the grains

are not available.

As the initial peak (600–850 K) is present in spectra of all masses (if not all samples) it is

likely that desorption in this range is associated with surface level bound hydrogen/deuterium

within grain boundaries. Simultaneous hydrogen and deuterium desorption is further supported
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Table 3.4: Calibrated total counts from TDS data of six PC diamond samples implanted with
deuterium at various energies. Note values marked * were heated to a lower max temperature,
giving lower total count values.

TDS Total Counts
Implantation Energy HD (×1015cm−2) D2 (×1015cm−2) Total D (×1015cm−2)
200 eV 3.62 0.925 5.47
300 eV 2.99 0.579 4.15
400 eV 1.72* 0.652* 3.02*
600 eV 3.21 0.933 5.08
800 eV 3.67 1.19 6.05
1000 eV 3.18 1.25 5.67
Reference 0.249 0.041 0.331

by the presence of a peak in HD spectra. No trends can be seen between implantation energy

and the presence of a H2 peak in this region with 300, 400 and 800 eV samples not presenting a

H2 peak in this temperature range. The absence of this peak in these samples is likely due to

variation in growth conditions, as these samples were acquired together it is probable they were

grown in the same batch. Similarly, the 200, 600 and 1000 eV samples were also acquired as a

set, and all presented a peak in the 600–800 K range.

In a similar experiment, deuterium counts in the 700–1100 K range for diamond post 1000

eV deuterium implantation were attributed to sp3C-D defects which, upon desorption, resulted

in sp2C-C bonding [172] (although no changes in Raman spectra were observed in this work).

Overlap between the initial (600–850K) and central (850–1100 K) peaks can be seen in D2 spectra,

which suggests similar binding sites within the grain boundaries and the grains despite grain

boundaries having a higher sp2C-C content [64]. This is because hydrogen would still be expected

to bond to sp2C-C as sp3C-D defects [172]. The differences in these two temperature regions are

a result of hydrogen/deuterium location rather than differences in bonding type. The absence of

release peaks in the 800–1100 K range in HD and H2 spectra shows a clear distinction between

this and the 600–800 K region.

As the high temperature peak at >1100 K is prominent in HD and H2 spectra, it is likely to

correspond to grain boundary desorption. Significant hydrogen diffusion would be expected at

these higher temperatures [173], allowing hydrogen from deeper within the crystal (potentially

beyond the interaction volume of the deuterium) to outgas. This explanation is further supported

by Fig. 3.8, which shows hydrogen counts against time, showing hydrogen desorption during the

hour fixed at 1273 K (from approximately 5800 s onwards). Once held at 1273 K, H2 desorption

of deuterium implanted samples settles at a flat rate. This constant outgassing of H2 would

be expected for hydrogen diffusing out of the diamond, instead of a peak in desorption which

would suggest a particular binding type that requires some threshold energy to desorb. The

400 eV sample was disregarded from this figure as the temperature correction made comparing

desorption with respect to time against other samples invalid. It is unclear why the reference
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Table 3.5: NRA results for different diamond samples exposed to deuterium ions. DELPHI voltage
refers to the potential difference used to accelerate deuterium ions. SC - single crystal, PC -
polycrystalline.

Sample Description DELPHI voltage (V) Retention (×1015cm−2)
1-5b PC E6 (100) 400 1.81 ± 0.13
1-5c PC E6 (100) 800 2.97 ± 0.16
1-4b SC E6 (110) 400 1.60 ± 0.12
1-4c SC E6 (110) 800 3.18 ± 0.17

sample does not display the flat desorption rate of the deuterium implanted samples. The

deuterium desorption in this fixed temperature region is predominately HD, as the amount of

deuterium to successful penetrate to these deeper depths is minimal and a greater amount of

hydrogen relative to deuterium is present. Furthermore, the 800 eV sample showed the lowest H2

counts with the highest D2 counts at this peak, suggesting presence of hydrogen could be limiting

deuterium uptake deeper within grain boundaries. Deuterium peaks in this temperature range

in similar experiments have been attributed to D2 bubbles produced during implantation [172].

This explanation seems unlikely from the results presented here, as this peak is most prominent

in the spectra of grown-in hydrogen. Furthermore, bubbles typically require fast diffusion rates

to allow the collections of hydrogen to form, and the slow diffusion of hydrogen in diamond at

room temperature is unlikely to be sufficient for bubble formation.

As can be seen in Table 3.4, there is reasonable variation in total count values from the

TDS. Conclusions drawn between total counts alone are limited. These differences are likely

to be impacted by disparities in implantation fluence and between the samples themselves

rather than solely correlated with implantation energy. No trends between total HD counts and

implantation energy can be seen but the highest energies resulted in the highest D2 counts. These

observations support the inter-grain penetration theory. Deuterium and hydrogen desorption at

the same temperature is likely to be from equivalent binding sites - with the presence of hydrogen

suggesting grain boundary desorption. As such, peaks in HD correspond to easily accessible grain

boundary desorption and would be expected to be largely uncorrelated with implantation energy.

Whereas the amount of D2 implanted in grains would increase with energy. Furthermore, it can

be said that these values are comparable to values of metal PFM candidates tested in the same

experimental setup [120, 174, 175]. It is worth noting the peak seen in the >1100 K range in Fig.

3.7 is at higher temperatures than peaks observed in these studies. Therefore, it is plausible that

more deuterium remains within diamond samples post TDS than in the metal samples, which

could contribute to comparably lower counts in diamond samples.

Retention values determined via NRA for four samples can be seen in Table 3.5. Deuterium

within the samples was at such shallow depth a full depth profile was beyond the resolution of this

method, and it could only be said that all deuterium is within the top 10 nm of the surface. This

is in good agreement with computational work presented in Chapter 4 and implies there would
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be no change to bulk properties as supported in other diamond-deuterium plasma experiments

[71, 74, 76, 77, 79].

Anode voltages of 400 and 800 V were selected as TDS results suggested the higher voltage

may result in the inter-grain penetration, whereas the lower energy may not be able to. It was

thought this might present as a stark contrast between the two energies for SC samples, and less

of a difference for PC samples.

For the PC samples, NRA retention values are in good agreement with TDS results, with

values to the same order of magnitude. Results collected here show higher energy deuterium

implantation (samples 1-5c and 1-4c) resulted in greater retention. TDS results suggested higher

energy implantation allowed deuterium to access additional binding sites within the grains

themselves. This, combined with the expected increase in penetration depth of higher energy

ions, could result in greater retention3.

Trends between SC and PC samples are less obvious, with the SC samples giving higher

retention for 800 eV implantation, but lower retention for 400 eV. Comparing the retention of

the two energies, PC samples show a 1.64 factor increase from 400 eV to 800 eV, whereas SC

samples give an increase of 1.99. The larger increase present for the SC samples could be a

result of the inter-grain penetration suggested in previous TDS results, as a bigger difference

is to be expected between the two energies when grain boundaries are not present. At 800 eV,

the high retention values of the SC sample suggests surface orientation also impacts deuterium

uptake. MD simulations have suggested that channels present in the 〈110〉 direction may result

in increased penetration depth which in turn could result in increased retention (see 4.3). At the

higher energy, where it is expected that deuterium can access the grains, the influence of grain

boundaries appears to be outweighed by the impact of surface orientation.

Comparing TDS and NRA results can also give insight into the impact of the ion clusters

(extracted ions are thought to be dominated by D+
3 [120]) prevalent in DELPHI. TDS measure-

ments did not record calibrated counts for masses this high, whilst NRA measurements rely on

nuclear reactions with the deuterium rather than mass measurements, meaning deuterium in

clusters of any size should be detectable. If there was significant deuterium content retained as

D3 clusters, retention determined via NRA would be notably higher, but this was not the case.

Therefore, it seems likely that the weakly bound D+ is separating from the D2 on impact and

TDS measurements of total inventory remains accurate despite the incident clusters being of

higher mass than detected. The splitting of clusters would partly explain the large degree of

HD present despite the lack of D+ ions present in the plasma. Furthermore, as HD counts were

consistently higher than D2 counts, it seems the charge of the D+ makes it more reactive and

more likely to be retained within the material. Although there could be some contribution to

HD counts from D2 molecules splitting, trends in TDS data suggests this is not the dominant

process. It would be expected that splitting of D2 molecules would increase with energy, resulting

3TDS results did not present a clear increase in retention values for high energy ions, although this could be a
result of deuterium remaining within the sample or varying hydrogen contents within the diamond impacting uptake.
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in greater HD counts at higher energy, but the inverse of this is seen. D2 counts increase with

energy whilst HD counts show no clear trends, suggesting the higher energy is more effective at

implanting the less reactive D2 and D+ is preferentially retained, particularly at low energy.

3.2.2 Pristine Boron Doped Diamond

Table 3.6: Calibrated total counts from TDS data of PC diamond samples of different gas phase
boron concentrations implanted with deuterium at 400 V.

TDS Total Counts
Sample HD (×1015cm−2) D2 (×1015cm−2) Total D (×1015cm−2)
2-3a, High [B] 5.12 1.29 7.70
2-3b, High [B] 6.56 1.53 9.61
2-11a, Low [B] 5.74 6.28 18.3
2-4b, Resid. [B] 5.47 7.11 19.7

TDS spectra for both the residually and lightly doped sample are remarkably similar as can be

seen in Fig. 3.9. This aligns with SIMS measurements, that suggested these two samples may have

very similar boron concentrations. As discussed in 3.1.3, Raman measurements suggested lightly

and residually doped samples were of different boron concentrations, whilst SIMS measurements

of comparable samples suggested very similar concentrations. The TDS results align better

with SIMS results despite Raman spectra being of the actual sample (2-11a) rather than the

equivalent sample tested in the SIMS. Either this suggests that the two concentrations produce

similar TDS spectra and differences in concentration arose from varying levels of residual boron

in the chamber. Or, that the timings of the measurements and the small probe areas of SIMS and

Raman spectroscopy are impacting concentration values measured. A more systematic approach

to determining boron concentrations would be required to understand this conclusively.

The residually and lightly doped samples were the only samples tested in which D2 counts

exceeded HD counts as shown in Table 3.6. The biggest contribution to D2 was seen from the

large peak at 450 K. In alignment with conclusions from undoped samples, the smaller HD peak

and absence of H2 peak suggests desorption from an area with minimal hydrogen. The relatively

low temperature of this peak suggests it could be a result of D2 weakly bound to the surface

of the sample. It is thought that incident D+
3 clusters will split upon impact into D2 and D+,

and that the single D+ will be able to penetrate deeper into the surface and form more stable

bonds resulting in the majority of HD being desorbed at higher temperatures than this initial D2

peak. The 450 K D2 peak was not observed from undoped samples. It is thought this is because

the desorption from the surface will be significantly impacted by the topology of the sample

and the rough surface of the unpolished boron doped films will offer more trapping sites for

D2 than the smooth, polished undoped samples. The highly doped sample would also present a

similar degree of roughness, but this low temperature peak was not observed. TDS experiments

of boron doped graphite concluded the inclusion of boron resulted in a more porous material [68],
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Figure 3.9: Thermal desorption spectroscopy spectra for masses 2, 3 and 4 attributed to H2,
HD and D2 respectively, for three diamond samples (2-3b, 2-11a and 2-4b are high [B], low [B]
and residual [B] respectively) grown with different levels of gas phase boron concentrations and
a undoped reference sample. A ramp rate of β= 10 K min−1 was used. Where there are large
discrepancies in counts two axes have been used, coloured arrows indicate the axes each spectrum
corresponds to.
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resulting in more deuterium located deeper within the material. Therefore, it is possible that

D2 was simply able to travel deeper into the material. Alternatively, the surface of the highly

doped sample is dominated by (111) facets, whereas lower doped samples display a mix of (100)

and (111). Applying the same logic as for the undoped samples, the lack of hydrogen peak at

this temperature suggests this is corresponding to inter-grain desorption. Therefore, it could be

a result of desorption from (100) facets, and the increase in counts compared to undoped (100)

samples is simply a result of roughness. However, computational results presented in Chapter 4

suggest the formation of a disordered layer on the surface, reducing the impact of specific atomic

structure and making this explanation less likely.

At intermediate temperatures (600–900 K), two distinct peaks at around 700 and 800 K can be

seen across all the sample and species counts. The peak at 700 K was not observed for previously

tested undoped samples and is most apparent in the H2 counts of the highly doped sample.

Whilst hydrogen concentrations are still thought to be highest within grain boundaries, for

boron doped diamond, boron can also form hydrogen complexes [176], offering another potential

trapping mechanism. It seems likely that this peak is a result of desorption from boron-hydrogen

complexes formed during growth, explaining why it was not observed in undoped diamond, and it

is most prominent in the sample with the highest degree of doping. A subtle peak in HD counts is

seen at 700 K for the highly doped sample but is more prominent in the lightly and residually

doped samples. This could be a result of the lower hydrogen content resulting in more available

binding sites around boron atoms for incident deuterium, whilst the higher hydrogen content of

the highly doped sample may offer less potential binding sites for incident deuterium. Similarly, a

D2 peak at this temperature is only seen for the lightly and residually doped samples, suggesting

less of the binding sites from the boron are occupied by hydrogen in these samples.

The 800 K peak aligns well with desorption assigned from grain boundaries for undoped

samples. The peak position is around 20 K higher compared to the undoped sample; this is likely

due to the molybdenum substrate slightly restricting heat transfer compared to the free standing

undoped diamond samples. A small increase in peak position would be expected, in a similar

manner to the AlN protective coating [151]. For the highly doped sample, this peak is most

prominent in HD and D2 counts. Residual and lightly doped samples both show a shoulder across

this temperature range in HD counts, but no notable D2 counts. This indicates a wide variety of

different binding sites and could suggest different grain boundaries are present from the mix of

facets.

At temperatures above 900 K, a plateau in HD counts is observed, most prominently in the

highly doped sample, which also shows a similar plateau in D2 counts. In undoped samples,

continuous outgassing of H2 was observed when held at the max temperature (1273 K) which

was thought to be a result of diffusion. This contrasts with what is observed here, where the

plateau is present whilst the temperature is being increased, and counts drop off once held at a

fixed temperature. The lack of continuous outgassing at fixed temperature suggests this is not a
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diffusion effect. Instead, this is thought to indicate a wide variety of different binding sites avail-

able as a result of the inclusion of boron and the disruption this causes to the structure. Despite

the thinking that boron doped diamond is more porous than undoped diamond [65, 68], the lack

of diffusive behaviour and apparent availability of varying binding sites suggests boron dopants

may act as trapping sites, reducing the rate of diffusion. Tailored diffusion experiments concluded

hydrogen can become trapped in structural defects in boron doped diamond, particularly for low

boron concentration [177].

Hydrogen contents also varied significantly between samples, with the highly doped sample

giving significantly higher counts than any of the other samples. In part, this is thought to be a

result of boron-hydrogen complexes, as well as the higher concentration of boron in this sample

creating more disruption in the lattice. A consequence of this higher hydrogen content is a higher

proportion of total deuterium is made up of HD counts rather than D2. It is also of note that

HD counts are comparable across all samples and show less variation than H2 and D2 counts

between samples. This could suggest similar number of binding sites for hydrogen/deuterium are

available in all samples, with samples of lower H2 content will display higher D2 counts but the

number of HD counts remains consistent.

Overall, the boron doped sample gave higher retention values than undoped samples, however

a large contribution to this for lightly and residual doped samples is thought to be from the

roughness of the unpolished surface. A peak not observed in undoped samples was seen at 700

K, this is thought to be a result of desorption around boron impurities, either from disorder

structure or boron-hydrogen complexes themselves. A peak at 800 K aligned with a peak seen in

undoped diamond and is thought to be a result of grain boundary desorption. For the highest

boron concentration in particular, a wide range of binding sites were observed at temperatures

greater than 900 K which likely are result of structural traps from the presence of boron dopants.

In the context of fusion and the potential uses of diamond, it is unlikely the highly doped

sample would be of interest. Lightly doping samples has been shown to help avoid arcing for

plasma facing materials [65] and would be required for sensor applications. Although retention

for lightly and residually doped samples is the highest seen, the biggest contribution was from a

low temperature peak dominated by D2 counts. As this is thought to be surface desorption (which

will be impacted by surface topology) polishing samples could help reduce overall retention values

significantly in this case.

3.3 Chemical Etching

SEM images were taken pre and post deuterium exposure for selected samples. Prior to exposure,

the polished surfaces of undoped samples offered few features of interested. Post exposure, some

of the samples presented with small nanoparticles on the surface as seen in Fig. 3.10. The

absence of these particles in BSE images suggests they were likely to be carbon based, which
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Figure 3.10: SEM images taken of a PC (100) diamond sample post exposure to deuterium plasma
(sample 1-1e). A - 15 kV secondary electron image of nanoparticles only present post exposure. 5
nA probe current, 9.8 mm working distance, ×5000. B - 15 kV backscattered electron images of A.
30 nA probe current, 9.8 mm working distance, ×5000. C - 20 kV secondary electron image of a
nanoparticles at high magnification. 10 nA probe current, 7 mm working distance, ×100000. D -
15 kV secondary electron image showing shadow of cross used to secure sample, nanoparticles
were not present within the cross which gave decreased conductivity. 30 nA probe current, 9.8
mm working distance, ×250.
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Figure 3.11: SEM images taken of a lightly boron doped diamond film post exposure to deuterium
plasma (sample 2-13a). A - Nanoparticles present outside of shadowed area post exposure, 15 kV,
5 nA probe current, 9.9 mm working distance, ×10000. B - No nanoparticles present in shadowed
area, 15 kV, 30 nA probe current, 9.9 mm working distance, ×5000. C - Shadow of cross from wire
used to secure sample, 15 kV, 30 nA probe current, 9.9 mm working distance, ×250.

was confirmed with XDS analysis, as regions with nanoparticles present were indistinguishable

from pristine regions. Initially, it was unclear whether this was a result of the DELPHI exposure

or an artifact from the deposition of the film. It seemed unlikely to be the latter, as the sample

was polished to a high level and images of other equivalent samples showed no evidence of these.

This was confirmed by the presence of a ‘cross’ on samples post exposure in DELPHI (Fig. 3.10D).

A wire cross was used to secure samples to the stage during exposure and, when imaging, a faint

outline of a cross could be observed on some of the samples. When present, nanoparticles were

only observed in exposed areas that were unobscured by the wire cross, as can be seen in Fig.

3.11. One explanation could be that these nanoparticles are amorphous carbon which has been

etched during the exposure and redeposited on the surface. The wire cross shielded a portion of

the sample from this process leaving the surface clear of these particles and a shadow of the cross

on the sample. At operating pressures (approximately 1 mTorr), it is unlikely that large numbers

of individual atoms would aggregate together into a nanoparticles, as the expected mean free

path at operating pressures is of order 10 cm. However, the details of the gas recirculation system

are unknown and it is possible higher pressures could be used during this process. Alternatively,

these particles could have been present below the surface, and etching of the material around

them meant they became visible. Although the exact explanation is not know, it is thought that

their presence indicates some degree of etching has occurred. These particles are not dissimilar to

those observed by Guenette et al. [77], in a study where diamond was exposed to both deuterium

and helium plasmas. Again, it was concluded that this was evidence on chemical erosion and

subsequent redeposition, as these particles were only observed when hydrogenic species were

within the plasma and not present for the pure helium plasma.

An increased conductivity was also observed in areas not obscured by the cross in Fig. 3.10D.

Here, the cross region can be seen as much brighter than the rest of the sample suggestive of
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Figure 3.12: EM images taken of PC (100) diamond samples post exposure to deuterium plasma.
A - Sample 1-1a, B - Sample 1-1b, C - Sample 1-1c, D - Sample 1-1d, E - Sample 1-1e, F - Sample
1-1g, G - Sample 1-2a, H - Sample 1-2b, I - Sample 1-2c. All images taken with a 15 keV beam,
×10000 objective and a working distance of approximately 10 mm. All but subfigures H and I
used a probe current of 5 nA, H and I used 30 nA.
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a lack of free electrons to interact with. Terminations can also impact surface charging effects,

but this is unlikely to be the case here, as the TDS would likely have destroyed the hydrogen

termination present post exposure. Instead, it is thought to be a result of the amorphous carbon

nanoparticles present on the surface. These are likely be display a higher sp2 content and

therefore increase surface conductivity, helping minimise charging effects. Raman spectra taken

post exposure indicated no increase in sp2, suggesting any changes are limited to the surface

rather than the 1 µm probe depth of the Raman laser.

There are no obvious trends across the samples tested as to why these particles are only

present some of the time. Fig. 3.12 shows all SEM images of undoped samples taken post exposure.

Most samples pictured in this figure were equivalent, except for C (1-1c) which had a piece of

multi layered graphene (MLG) on the surface from a previous experiment, and 1-1b which had

been annealed preexposure. Implantation conditions also remained the same other than varying

the ion energy. No nanoparticles were observed on samples 1-1g, 1-2a and 1-2c (Fig. 3.12C, F, G

and I) which corresponded to implantations at 400, 1000, 800 and 400 eV respectively. The other

images all show evidence of nanoparticles but in different forms. Sample 1-1a gives a uniform

high density of small particles, in contrast to the collections of particles observed in 1-1b. Despite

the MLG layer, sample 1-1c (Fig. 3.12C) featured very few particles although some are present.

The presence of graphitic phases would typically offer an increase in chemical etching, but in this

case, it has not resulted in an increase in redeposited carbon on the surface. Sample 1-1d (Fig.

3.12D) presents with similar size particles but a much sparser distribution with areas seemingly

containing none at all. Samples 1-1e and 1-2b ((Fig. 3.12E and H) present with similar size

particles but the latter seemingly gave a higher concentration. The implantation energies were

400, 400, 400, 400, 600 and 300 eV for Fig. 3.12A, B, C, D, E and H respectively. There is no clear

correlation between implantation energy and the presence of these nanoparticles.

The explanation behind these nanoparticles is currently unknown. The lack of particles below

the shadowed area clearly indicates they are a result of the plasma exposure in DELPHI; however,

it does not seem to be a result of the implantation energy used. Furthermore, samples 1-1a and

1-2c (Fig. 3.12A and Fig. 3.12I respectively) were equivalent samples implanted at the same

energy, but one exhibited the particles and the other did not, further suggesting that ion energy is

not the sole factor determining the presence of the particles. It seems likely that there were other

differences in the exposure conditions of the samples, these could either be operational (variation

in a controlled variable) or more random (variation in an uncontrolled variable). An example for

the former could be the use of ‘recycling’ or ‘once-through’ modes. As described in 2.2, these are

different gas circulation modes available in DELPHI that either recirculate previously used gas

(designed for use with tritium) or remove it through an exhaust. Recirculating gas could result

in an increase in redeposited carbon; however, it is believed that all samples ran in ‘Recycling’

mode. Other factors could also impact the presence of the particles such as contamination of the

chamber from previous samples - information that was not possible to obtain.
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Table 3.7: Summary of deuterium retention of a variety of diamond samples exposed to deuterium
ions accelerated across a given anode voltage in DELPHI. Retention values determined via
TDS separates retention of HD and D2, whereas retention determined via NRA only includes
total deuterium. Samples included undoped polycrystalline (PC) and single crystal (SC) samples
provided by Element 6 (E6), as well as boron doped diamond grown in the University of Bristol
Diamond Lab. Face perpendicular to ion implantation is shown via Miller indices.

Retention Values
Sample Description Anode HD D2 Total D

Voltage (V) (×1015cm−2) (×1015cm−2) (×1015cm−2)
1-1f PC E6 Undoped (100) 200 3.62 0.925 5.47
1-2b PC E6 Undoped (100) 300 2.99 0.579 4.15
1-1a PC E6 Undoped (100) 400 1.72* 0.652* 3.02*
1-1e PC E6 Undoped (100) 600 3.21 0.933 5.08
1-2a PC E6 Undoped (100) 800 3.67 1.19 6.05
1-1g PC E6 Undoped (100) 1000 3.18 1.25 5.67
1-3a PC E6 Undoped (100) - 0.249 0.041 0.331
1-5b PC E6 Undoped (100) 400 - - 1.81 ± 0.13
1-5c PC E6 Undoped (100) 800 - - 2.97 ± 0.16
1-4b SC E6 Undoped (110) 400 - - 1.60 ± 0.12
1-4c SC E6 Undoped (110) 800 - - 3.18 ± 0.17
2-3a PC High [B] (100) 400 5.12 1.29 7.70
2-3b PC High [B] (100) 400 6.56 1.53 9.61
2-11a PC Low [B] (100) 400 5.74 6.28 18.3
2-4b PC Resid. [B] (100) 400 5.47 7.11 19.7

3.4 Conclusions

Both undoped and boron doped diamond samples were exposed to deuterium ions in DELPHI.

Deuterium retention was determined with either TDS or NRA, and values for all samples can

be seen in Table 3.7. In undoped sample, peaks in different temperature regions of TDS spectra

were attributed to differing deuterium locations, rather than bonding types, through comparison

of hydrogen and deuterium spectra. Peaks seen in both hydrogen and deuterium spectra were

attributed to grain boundary desorption and were observed at low temperatures (600–850 K)

as well as high temperatures (>1100 K). It is believed the latter peak is a result of hydrogen

diffusion through grain boundaries once a sufficient temperature was reached. A peak was

observed between 850–1100 K in D2 spectra which was assigned to deuterium from within the

grains and was only present for ion energies ≥ 600 eV, suggesting some degree of ion damage

may have occurred. Across all samples, total HD counts were more consistent than H2 and D2

counts. This could suggest a similar number of available hydrogen/deuterium binding sites in all

samples, and the amount of D2 desorbed is linked to the initial hydrogen content. Total retention

of undoped samples was comparable, or lower, than retention values of other PFM candidates

tested in the same experimental setup [120, 174, 175]. NRA results were in good agreement with
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TDS results, with both giving retention values to the same order of magnitude. Although a full

depth profile was not possible due to limits of resolution of the method, it can be said deuterium

was within the top 10 nm of the diamond confirming this is ultimately a surface interaction and

minimal bulk changes would be expected at these energies.

The inclusion of boron dopants increased retained deuterium as observed in the work of others

[65]. The most significant increases are thought to be a result of an increase in surface roughness

of the unpolished films. Another peak that is not present for undoped samples was observed at

700 K, this is thought to be a direct result of the inclusion of boron through either the formation

of boron-hydrogen complexes or the inclusion of boron adding disorder to the atomic structure. At

high temperatures, limited evidence of diffusion was observed in contrast to undoped samples.

Negligible changes were observed in Raman spectra taken prior to and post exposure, sug-

gesting minimal changes in sp2/sp3 content within the top micron or so of the surface. However,

the limited penetration depth of deuterium ions means any damage is likely to be constrained to

very shallow depths, and is therefore unlikely to be detectable with this technique. SEM images

did present some differences after exposure to the deuterium plasma, most notably the presence

of carbon nanoparticles which are thought to be a result of etched and redeposited carbon. No

clear trends were seen between which samples did or did not present these, highlighting the

complex nature of chemical etching mechanisms. If a full understanding of these could be made

in the context of fusion, conditions faced by the diamond could be controlled to minimise etching.

Raman spectra revealed significant changes to bonding on the surface of ion irradiated

samples, with higher doses resulting in a higher degree of sp2 carbon. Raman spectroscopy

was also used to evaluate boron contents of boron doped diamond films grown under different

conditions. Raman spectra suggested very different boron contents for each condition, whereas

SIMS and TDS spectra implied that two of the samples were of very similar concentrations. The

timeline of measurements meant it is possible that some changes to the material occurred during

exposure and TDS measurements, but it is not possible to make firm conclusions regarding this.

3.5 Future Work

Despite preparing ion irradiated samples, it was not possible to expose these in DELPHI due to

unforeseen delays during an upgrade to the setup. Results from these samples could indicate

how retention would vary during operation of diamond as a PFM. Clear structural changes were

observed in both SEM images and Raman spectra post irradiation, with the latter indicating an

increase in sp2 carbon for the higher dose samples. Others [71] have reported a decrease in sp2

carbon on exposure to deuterium plasma as a result from the preferential etching compared to

sp3. If such a decrease was observed, this would highlight chemical etching of the surface was

occurring in DELPHI, further supporting the idea that carbon nanoparticles on the surface are

likely to be redeposited etched carbon from the surface. For the ion irradiated samples, TEM
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could be used to assess changes to the structure on an atomic scale would allow damage features

as a function of depth and dose to be explored.

Chemical etching is one of the key concerns surrounding in-vessel use of carbon materials

and, as the observation of carbon nanoparticles is thought to indicate chemical etching, a study

devoted to exploring this would be of interest. Porro et al. observed a promising 50% reduction

in etch rate of diamond compared to graphite [64], and it would be interesting to explore if this

could be reduced further through alterations to the diamond (such as doping).

As a result of experimental delays, it was not possible to test as many samples as desired.

Testing boron doped samples of lower, more relevant, concentrations as well as unpolished

undoped samples should clarify the impact of boron dopants. With the high concentrations tested,

as well as the uncertainty surrounding exact concentrations, it was challenging to pick out exact

trends from the boron doped samples. Use of a microwave CVD reactor would allow for finer

control over the boron content of these samples, whilst a more systematic approach to determining

concentration with Raman and SIMS prior to exposure should clarify concentrations.

Peaks at certain temperatures were assigned to grain boundaries based on the presence of

hydrogen peaks at the same temperature. This could be tested further by taking TDS measure-

ments of SC samples. Preferably, these would need to be of a comparable size to PC samples

(10×10 mm2) to maintain a reasonable signal to noise ratio for the TDS counts.
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SIMULATION OF HYDROGEN’S INTERACTION WITH DIAMOND

MD simulations were performed using the LAMMPS code [80, 81] to complement and

develop the understanding of experimental results. A variety of different simulations

were carried out to give a broad understanding of hydrogen isotope retention in diamond.

Continuous bombardment simulations, in which a fluence of deuterium was incident upon a

diamond surface, were performed to offer insight into retention and etching mechanisms that

may occur during experimental work and within reactors. A series of single bombardments were

also carried out, in which the impact of varying diamond orientation and temperature as well

as incident hydrogen isotope mass, energy and angle was explored. Performing repeated single

bombardments gave clarity when compared to continuous bombardment, revealing the impact of

variables which can be hard to distinguish in a damaged material.

PC diamond shares many of its properties with SC diamond whilst being easier to produce on

larger scales. It may prove a more viable option depending on the application, but the impact of

grain boundaries will need to be assessed. To determine this, four common tilt grain boundaries

were reconstructed from TEM images taken from the literature [178]. Both single and continuous

bombardment simulations were performed on these grain boundaries and compared to bulk

diamond.

Transport of retained hydrogen isotopes is also a key consideration for fusion applications of

diamond. As such, a series of simulations were carried out to determine diffusion characteristics

in both bulk and grain boundary structures. In diamond grown via CVD, the coalescing of

hydrogen terminated surfaces during growth results in a large amount of hydrogen concentrated

within the grain boundaries, meaning they could play an important role in determining overall

diffusion characteristics. For implanted hydrogen isotopes, exploring diffusion characteristics

may indicate whether this concentration within grain boundaries would still be expected and how

retained hydrogen may diffuse through the material. This work combined with bombardment
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simulations helped to build a picture of the hydrogen etching, retention and transport of PC

diamond.

The work presented in this chapter has been adapted from the following papers [150, 179, 180].

A declaration of the contribution can be found at the start of each section when applicable. The

author acknowledges the support of EPSRC, UKAEA and funding by the RCUK Energy Pro-

gramme (Grant No. EP/W006839/1). This work was carried out using the computational facilities

of the Advanced Computing Research Centre, University of Bristol - http://www.bris.ac.uk/acrc

and the Cambridge Service for Data Driven Discovery (CSD3) - https://www.csd3.cam.ac.uk.

4.1 Testing

A series of tests were carried out to help determine parameters required to maintain accuracy

whilst minimising computational load. This was particularly important for continuous bombard-

ment simulations, which were both computationally expensive and inherently unstable as every

incident atom added additional energy to the system. Generally, if a reasonable balance has been

found between accuracy and computation time, moving towards more physical parameters (such

as a larger system size or smaller timestep) should not significantly impact results. The following

were parameters of focus:

• Size - As the size of the simulated system is far smaller than the physical material being

simulated, it must be ensured that results do not vary significantly if the size of the system

increases. Using periodic boundary conditions and frozen regions can help to mimic larger

systems without the computational cost of additional atoms.

• Flux - Limitations on the physical time it is feasible to simulate means very high fluxes

are typically used to achieve the moderate fluence. A flux must be selected at which no

significant changes are observed when dropping to lower fluxes.

• Timestep - The largest possible timestep whilst maintaining accuracy is desirable, so it

must be ensured that using a smaller timestep does not impact results. Variable timesteps

can also be used will reduce the timestep from some default value if a condition is fulfilled

(such as an atom moving more than a certain distance in a single step).

• Fixes - A fix is an operation applied to the system during a timestep [181], typically used

to control temperature (thermostatting), pressure, position etc. of the system during the

simulation. Appropriate selection of these alongside the parameters that control the fixes

(such as the Tdamp parameter used for thermostatting, see 2.4.4) are key to achieving

physical accuracy. This is particularly important for continuous bombardment simulations,

as each bombardment adds energy to the system and consequently a temperature rise.

Tdamp must be sufficiently fast to allow the system to return to the target temperature
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between bombardments, but slow enough to avoid unnecessary, large, rapid fluctuations in

temperature.

• Potentials - The potential or force field selected will dictate the forces experienced between

atoms. Selection of a particular potential is largely dictated by the type of atoms included

in the simulation, as typically a potential will only be accurate for certain atom types. The

Reactive Empirical Bond Order (REBO [141, 142]) and Adaptive Intermolecular Reactive

Empirical Bond order (AIREBO [145]) potentials are commonly used for modelling systems

containing carbon and hydrogen. The latter is more accurate, particularly at higher energies,

but is computationally slower.

Analysis of test simulations used the same code as used for bombardment simulations.

Deuterium retention, depth profiles and sputtered carbon were all calculated, whilst other

variables such as temperature were monitored throughout simulations. For testing, standard

parameters consisted of a 6×6×8 unit cell (UC), (100) orientated, block of diamond, maintained

at a temperature of 300 K by simulating a canonical ensemble via a NVT fix with a Tdamp of 0.1

ps. Periodic boundary conditions were used in x and y dimensions and a finite boundary condition

was applied in z. A fixed timestep of 0.1 fs was used. In testing, the diamond was bombarded with

10–100 eV deuterium atoms at a flux of 7.28×1026 m−2 s−1, achieving a fluence of 2.18×1020 m−2.

Throughout testing, the number of bombarding atoms was scaled to maintain fluence and flux for

different surface areas. The REBO potential was used for carbon-carbon and carbon-hydrogen

interactions. Initial simulations were carried out using the above parameters, and were compared

to simulations in which a parameters relating to the system size, flux, thermostat and timestep

had been adjusted. If changing a parameter towards a more physical value made a notable

difference to the simulation results, the new parameter was used going forward.

Datafiles for structures containing grain boundaries and different orientations of diamond

also were tested. Two methods were used to produce these (‘Replicated’ and ‘Trimmed’). The main

focus surrounding testing the new structures was stability, particularly at high temperatures, as

incorrect atomic positions and misalignment at the simulation box boundary resulted in unstable,

disordered structures.

4.1.1 Temperature Control

In the first set of testing, it was observed that high flux simulations were very unstable, resulting

in large volumes of the diamond etching away rapidly. The loss of carbon corresponded closely

with long periods of elevated temperatures as seen in Fig. 4.1. The temperature spikes were

typically observed in the latter parts of simulations. A faster Tdamp had minimal effect in

reducing the spikes. It transpired there was an error in the input file, namely, the manner in

which the bombarding atoms were created and given a velocity. The method used is depicted

in Fig. 4.2A, where a region was defined above the sample in which the bombarding atom was

65



CHAPTER 4. SIMULATION OF HYDROGEN’S INTERACTION WITH DIAMOND

0 50 100 150 200 250 300
0

6300

12600

18900

0 50 100 150 200 250 300

2016

2100

2184

2268

2352

 

T
e
m

p
e
ra

tu
re

 (
K

)

Time (ps)

 

 

C
a

rb
o

n
 A

to
m

s

1

Figure 4.1: Total number of carbon atoms and temperature from a test simulation of a 6×6×8
unit cell block of diamond bombarded with 1000, 30 eV tritium atoms. Target temperature for
this simulation was 300 K, but a combination of an overly large temperature damping parameter
and additional energy in the system meant the temperature varied wildly, resulting in significant
loss of carbon atoms. Carbon atoms below a cut off of 2 Å from the surface were counted, increases
in the number of carbon atoms are a result of atoms relaxing back below this cut off.

created with a random position. Atoms within the region (initially just the bombarding atom as

in Fig. 4.2A1) were then given a downward velocity corresponding to the target energy. However,

any reflected bombarding atoms and etched carbon atoms within this region would also be given

the same velocity, resulting in numerous atoms being propelled towards the diamond.

When working correctly, the energy increase of the system, ∆E, as a result of the bombarding

atom should simply be energy of the bombarding atom, EB. However, if NC carbon atoms and NR

reflected bombarding atoms are given the same velocity as the bombarding atom, the resultant

energy increase is given by

(4.1) ∆E = EB(1+NR +NC · mC

mB
)

where mC and mB are the masses of carbon and the bombarding atom respectively. Taking

deuterium as the bombarding atom, if just ten carbon atoms are given the same velocity, ∆E

would be 61 times greater than the expected energy change. The system is simply not able to

relax fast enough from such a big energy increase between bombardments, resulting in a series

of temperature spikes and dramatic losses of carbon atoms as seen in Fig. 4.1.

The solution to this issue can be seen in Fig. 4.2B, where new bombarding atoms are created as

a different atom type in order to distinguish them from all other atoms within the simulation. This

atom can then be grouped in isolation based on its atom type, then changed to the bombarding
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Figure 4.2: Figure demonstrating two methods (A and B) of giving a bombarding atom (blue, of
mass mB) a velocity, vB, corresponding to an energy of EB. In A, a bombarding atom is created in
a random position above the diamond (red atoms) and any atoms within this region are given a
velocity. This can work as intended as seen in Ai. However, when reflected or etched atoms are
also found within the box (as seen in Aii), this method results in an excessive change in system
energy, ∆E. In B, the new atom is of a different atom type (green), allowing it to be grouped in
isolation. The atom within this group can then be changed to the desired bombarding atom type
and given the desired velocity. Base diagram rendered in OVITO [182].

atom type and given its desired velocity. This process can be repeated for each bombarding atom,

allowing the velocity to be given to only one atom each time. Deleting any atoms within this box

prior to creation of the next atom also avoids this error, with the additional benefit of clearing the

path of the new atom. Operating at a lower, more physical flux, would allow these atoms to leave

the system anyway, so deleting atoms makes the high fluxes required in MD more physically

accurate. Both of these methods were used in future bombardment simulations.

4.1.2 Size

Increasing system size comes at a significant computational cost, not only from the increase

in atoms, but a larger surface area requires additional bombardments to reach an equivalent

fluence. The main concern of a system that is insufficient in size is its stability and ability to

moderate temperature - as each bombardment will add a proportionally higher energy for smaller
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systems. To increase stability of the system, a 1 UC1 thick slice at the bottom of the diamond

was frozen in place, preventing any movement of the system. Maximum penetration depth was

monitored closely to ensure no bombarding atoms came within 1 UC of the frozen region. The

frozen layer, along with periodic boundary conditions in x and y, meant a stable system was

achieved for typical surface areas of 8×8 and 5×5 UCs for multiple and single bombardments

respectively. Therefore, these were taken to be the minimum system sizes for future simulations.

4.1.3 Flux

To test the impact of flux for continuous bombardment simulations, the time between bombard-

ments was varied on the same 8×8×8 UC, (100), diamond block. When increasing flux, the main

consideration is the simulation’s ability to return to the target temperature in between bombard-

ments. At high fluxes, the energy/temperature in the system gradually creeps up, resulting in an

unstable system and increased etching. A shorter Tdamp helps to bring the temperature back to

the target temperature faster, however this also results in rapid temperature fluctuations which

are not physically accurate and could result in increased etching. Higher flux also can become a

concern when sputtered atoms don’t have time to leave the simulation box, potentially resulting

in obstruction of the next bombarding atom. This effect can be minimised by deleting etched

atoms within the creation box before the next incident atom is created.

Fluxes of order 1029 Atoms m−2 s−1 (0.3–0.5 ps between bombardments) paired with a Tdamp

of 0.1 ps was selected to effectively maintain target temperature and allow a reasonable fluence

to be reached without unfeasibly long simulations. Flux incident on different structures did vary

slightly due to small differences in surface area. Due to limitations of computational modelling,

this flux is far higher than seen in DELPHI or in reactors [183]. However, testing showed no

significant changes were observed from decreasing flux by a factor of four (for fixed fluence).

Lower fluxes than this would be counterproductive, as this would limit the fluence that would be

possible to simulate.

4.1.4 Timestep

Increasing the timestep did not have an incremental effect on the results, rather, the simulation

simply failed if the timestep became too large. When the timestep is too large, the numerical

integration underpinning the simulation becomes unstable leading to sudden failure. It is likely

there are some subtle changes before this point, particularly for fast moving atoms. Therefore,

a variable timestep was selected which ensured no atoms moved more than 0.1 Å in a single

timestep, with a default value of 0.1 fs.

1The notation ‘UC’ is used to refer to the length of diamond’s conventional unit cell (or lattice constant) of 3.567 Å.
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Figure 4.3: Potential energy of, and force experienced by, a hydrogen placed at a varying separa-
tion, R, from a CH3 molecules to create a methane molecule on minimisation using the AIREBO
potential.

4.1.5 Potentials

As discussed in 2.4.2, REBO and AIREBO potentials were used for this work. These potentials

are commonly selected for modelling interactions between carbon and hydrogen and are capable

of reproducing the different structures possible with carbon. They have been selected as a balance

between physical accuracy and computational speed. Faster, pair-potentials neglect multiatomic

interactions meaning they struggle to recreate structures typical of carbon materials (diamond,

graphene, nanotubes etc.) accurately. ReaxFF [184] is a more computationally heavy potential

which can offer increased accuracy compared to AIREBO particularly for unbound atoms. But, as

only carbon and hydrogen (bound atoms) are included in these simulations this was not deemed

necessary, and the use of more computationally heavy methods would limit the scale and number

of simulations that could be performed. REBO was used for bombardment simulations as no

differences could be seen when comparing to equivalent simulations run with AIREBO. The

decreased computational complexity of the REBO potential took priority over the negligible

improvements in accuracy observed for AIREBO, as it was deemed more important to carry out

longer simulations with a lower flux.

Diffusion calculations were performed with AIREBO as diffusion rates were noted to be faster

with the supposedly more accurate potential. However, Tolladay et al. [185] highlighted some

possible issues exploring interatomic forces when breaking carbon-carbon bonds and using these
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Figure 4.4: Simplified depictions of pure twist (left) and a pure tilt (right) grain boundaries. In
a twist boundary, the surface vector of the grain boundary plane, n̂B, is parallel to the axis or
rotation, t̂R , whereas, in a twist boundary, n̂B is perpendicular to t̂R . A tilt-twist boundary is a
combination of the two rotations. Recreated from [186].

potentials. For this work, these issues are of particular concern regarding the hydrogen diffusion

simulations, which are effectively modelling carbon-hydrogen bond breaking. To test this, a series

of very simple simulations were carried out. Simulations consisted of a methane molecule, where

one of the hydrogen atoms was progressively moved further away. The whole system was then

minimised. The potential energy of, and the force experienced by, the displaced hydrogen was

outputted at every timestep in order to collect data points for as many separations as possible.

Fig. 4.3 shows results from these simulations. Both energy and force show the expected general

shape for bond breaking. Although some variation is seen in force around a separation of 1 Å

(roughly the expected C-H bond length), the potential energy was well behaved and the AIREBO

potential was deemed acceptable for diffusion simulations.

4.1.6 Orientated Diamond and Grain Boundaries

In order to simulate different surfaces and grain boundaries, diamond blocks of various orienta-

tions were created. Generally, a grain boundary has five degrees of freedom, making simulating

such a large number of potential structures effectively impossible. Instead, the focus was put on

grain boundaries common to CVD diamond. Grain boundaries broadly can be classed as tilt, twist

or tilt-twist as shown in Fig. 4.4. In a tilt grain boundary, the axis of rotation is perpendicular to

the direction incident to the boundary plane, whereas in a twist grain boundary these directions

are parallel. A tilt-twist grain boundary is a combination of both of these transformations. Grain

boundaries are commonly described by the orientation of the surfaces meeting, and a coincident

site lattice (CSL, Σ) number [186]. Σ is a measure of the relative degree of misorientation between
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A

B

Figure 4.5: Snapshots taken from two simulations used to determine diffusion coefficients within
221 Σ9 diamond grain boundaries. Red atoms are carbon and yellow atoms are hydrogen atoms
which had been added to the grain boundary. Snapshots were taken after a run of 50000 steps
(28.25 ps) at 3000 K. The top grain boundary (A) was produced by replicating out orientated
unit cells, ensuring periodic boundary conditions could be applied effectively. The bottom grain
boundary (B) was created by rotating and trimming a larger diamond block, causing issues with
atom alignment across boundaries of the simulation box and resulting in a disordered structure.

the two grains at a boundary and is given by the size of a repeating unit cell at the grain boundary

compared to the normal unit cell size. A larger Σ corresponds to larger degree of misorientation

and typically a smaller rotation angle.

Two methods were used to create grain boundaries and different surface orientations data

files, referred to as ‘trimmed’ and ‘replicated’. Trimmed datafiles were made by rotating and

trimming a larger diamond block. To form a grain boundary, a second block was also produced

using this method of the desired orientation and placed next to the first block. For both grain

boundaries and orientated diamond blocks an energy minimisation was performed at the end,

and the final positions from this minimisation was used as atom coordinates.

Creating replicated datafiles involved making new unit cells orientated in different ways from

which a larger block could then be replicated from. To do this, once again a large diamond block

was created and rotated to the desired orientation. Approximate dimensions of the new unit cells

were determined by measuring the distance where atomic positions repeated themselves. All

atoms were then reduced into the new unit cell by plotting the remainder of their coordinates

divided by the unit cell dimensions. The length of lattice vectors could then be adjusted to ensure

atoms of equivalent positions lay in the correct coordinates. Duplicate atoms were then removed,

leaving a new unit cell which could be replicated to give a block of the desired orientation. To

create a twinned grain boundary, the same process was repeated for a second block which was

then mirrored.

Although trimmed data files achieved the desired surface, trimming the edges of the large
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Figure 4.6: Carbon-carbon bond length distributions for grain boundaries made by replicating
a oriented unit cell (left, referred to as a ‘replicated’ datafile) and grain boundaries made by
trimming rotated diamond blocks (right, referred to as a ‘trimmed’ datafile). ‘GB’ distributions
groups atoms within ±2.5 Å of the centre of a grain boundary, ‘bulk’ atoms are any atoms outside
of this range. Blue line indicates the bond length determined for a perfect diamond structure of
1.545 Å.

block resulted in imperfect atom alignment across the periodic boundary conditions despite efforts

to correct for this. For localised testing such as the single bombardment simulations, the effect of

this could be minimised by increasing the surface area to 8×8 UC surface area and restricting

the area where atoms were incident on the surface to a central 3×3 UC area. However, for whole

system tests such as the continuous bombardment and diffusion simulations, atomic alignment

across the system boundaries of the simulation box needed to be correct. The result of imperfect

alignment can be seen in Fig. 4.5, which compares the 221 GB constructed via trimmed and

replicated methods at the end of a diffusion simulation at 3000 K. The trimmed datafile shows a

disordered structure at the edges of the simulation box, particularly at the corners, whereas the

replicated file maintains atomic alignment across the boundary even at these high temperatures.

For diffusion simulations, these disordered regions resulted in trapping and restricted diffusion.

Whereas, for bombardments, the disorder decreased channelling effects and increased etching.

Even at zero temperature, issues with the trimmed structures could be observed. Fig. 4.6

compares the bond length distributions for the replicated and trimmed datafiles (on the left and

right respectively). For bulk atoms in trimmed datafiles, there is a significant deviation from the
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expected 1.545 Å bond length found for perfect diamond. For the 112, 114 and 221 GBs2 this was

originally dismissed as the presence of the grain boundary creating additional strains and, in

turn, distorting the bond length distribution. Furthermore, the peak around 1.51 Å has been

attributed to sp2-sp3 bonds (averaged between planar and non-planar sp2 geometries [187]) where

the bulk atoms may be bound to atoms in the grain boundary. However, the bulk distributions

for the 111 GB could not be explained by this. As discussed later, the 111 GB behaved largely

the same as perfect diamond, and yet this bond length distribution did not align with the perfect

diamond value. This finding acted as another indication that there was an error in the trimmed

datafiles. The improvement of the replicated data files is clear to see, showing a much tighter

distribution about the perfect diamond value of 1.545 Å for bulk atoms and the 111 GB. Although

not presented here, similar improvements were observed in bond angle distributions.

For grain boundary data files, two methods were used to establish the optimal distance

between the grains. The first method simply selected the gap that resulted in the lowest total

system energy upon minimisation. The second method considered atom displacements along

x (across the grain boundary) during the minimisation to see whether the periodic boundary

conditions exhibited a compressive or tensile force on the system - a compressive force may

indicate a larger gap was required and visa versa. The gap at which the force moved from

compressive to tensile was selected, this generally corresponded closely to the minimum energy

and at a distance similar to the C-C bond length in diamond (1.54 Å). For diffusion calculations,

the difference this gap makes is expected to be minimal. As the temperature was controlled by

simulating an isothermal-isobaric (NpT) ensemble the system volume, and therefore the grain

boundary gap, could vary. For bombardment simulations use of a NVT ensemble means the

volume is fixed and makes selection of this gap more important. Bond length distributions for

replicated structures at zero temperature (see Fig. 4.6) gave expected values indicating it is

unlikely there is excessive stress in the system as a result of an incorrect grain boundary gap.

It has been suggested that removing random atoms from within the grain boundary can

achieve lower system energies [188, 189]. Although, others have reported this made minimal

difference [190], suggesting any benefit may be grain boundary specific. It was not deemed

necessary to deploy this method as significant potential wells were already observed across

the grain boundaries and structures were in good agreement with the TEM images they are

reproducing.

2The acronym ‘GBs’ (grain boundaries) will typically be used in reference to the different structures (for example,
111 GB denotes the 111 Σ3 grain boundary structure), whilst ‘grain boundary’ will be used to describe the spatial
regions ± 2.5 Å from the grain boundary centres. Similarly, ‘perfect’ diamond will be used to describe a structure
without a grain boundary, and ‘bulk’ will be used to describe the spatial region that is not classified as a grain
boundary.
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4.2 Continuous Bombardment of Diamond with Deuterium

The work presented in this section has been adapted from computational work in [150]. The

author (J. Pittard) carried out simulations, analysis and wrote the original draft. M.Y Lavrentiev

also carried out simulations and provided comments on the original draft and throughout the

review process, as well as providing supervision over work. N.A. Fox provided supervision as well

as the original proposal of the work.

4.2.1 Method

Generally, simulations consisted of a (100) orientated block of diamond bombarded from below

by deuterium atoms. Parameters used in these simulations were dictated by the previous tests.

As such, an 8×8 UC surface was used, which a depth ranging from 6–18 UCs depending on

deuterium energy. Again, periodic boundary conditions in x and y and a finite boundary condition

in z were used. To prevent movement of the block during bombardment, atoms within the top

UC of the block were fixed in position. A variable timestep was used with a default of 0.1 fs

which, if required, was reduced to maintain a maximum atom movement of 0.1 Å. Simulations

were performed in a NVT ensemble at a temperature of 300 K. This temperature was selected to

allow comparison to experimental results for room temperature implantation presented in 3.2. A

temperature damping parameter of 100 fs was used in line with testing and recommendations in

the LAMMPS manual [191].

Deuterium atoms were created at random positions within a box 25 Å below the diamond and

given positive z velocity corresponding to the desired implantation energy. Any etched carbon

atoms within this box were deleted prior to creation of the next deuterium atom. The REBO

potential [141, 142] was used to describe carbon-deuterium and carbon-carbon interactions. 4000

deuterium atoms were incident on the simulated diamond surfaces, with 0.5 ps between each

bombardment corresponding to a fluence of 4.91×1020 D m−2 and a flux of 2.46×1029 D m−2 s−1.

Simulations explored the 10–140 eV energy range. The lower end of this range represents

typical energies expected to be experienced by PFMs in ITER [183], whilst the top end is closer

to the hundreds of eV used in DELPHI. It proved challenging to simulate higher energies that

directly overlap with experimental work. Higher energies would require much larger system sizes

and increased relaxation time between bombardments to cope with the greater penetration and

larger temperature fluctuations respectively. Additionally, the increased atom velocities would

require a shorter timestep and, perhaps, use of a more computationally heavy potential such as

AIREBO. As the average cluster size of incident species in DELPHI is 2.96 [120, 192], the energy

range explored in 3.2 of 200–1000 eV becomes an average of 68–337 eV per atom. Simulations

exploring the impact of different masses and higher energies are presented in 4.3.

Carbon and deuterium atoms were counted to calculate sputtering yields and deuterium

retention. In order to do this, a surface must be determined to distinguish between atoms within
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Figure 4.7: Output file from partway through a LAMMPS simulation of diamond (red atoms)
bombarded with deuterium atoms (blue atoms) with atomic density with respect to the depth
overlaid on top. At this point in the simulation, the diamond has been bombarded with 480 out
of a total 4000 deuterium atoms. Atom densities were calculated by counting atoms within a
half unit cell thick slice taken in z (green shaded region) every 0.1 Å throughout the simulation
system. Atoms in a unit cell thick slice of the non-bombarded surface were frozen in place (blue
shaded region). Atom densities of carbon (black) and deuterium (blue) are presented. The surface
was taken to be the solid red line and the dashed line was used as an ion cut-off, beyond which
ions were not considered to be implanted. Rendered in OVITO [182].

the diamond and those outside. It was observed that the system would swell upon deuterium

implantation, making surface determination challenging and the use of a fixed surface height

inappropriate. Instead, the atomic density of carbon along the z axis was considered. Atomic

density plots were made by taking a slice in z, 0.5 UCs in thickness (see Fig. 4.7), counting

the atoms within this slice and then dividing by the slice volume. The slice began in the frozen

region, then the z limits of the slice moved 0.1 Å along the simulation box and the atoms were

recounted. This process was repeated until the length of the simulation box had been considered,

and an atom density value for each z value had been calculated. The surface height was taken

to be the first z value that the atomic density values of the previous 2 Å averaged below half

the density of pristine diamond. Carbon outside of the surface line was considered to be etched,

whilst monitoring of surface height as the simulation progressed gave an insight into swelling

and etching of the diamond. To allow for surface bonding, a secondary line 2 Å from the surface

was considered as the cut-off for deuterium. Any deuterium beyond this cutoff would not be

considered as implanted. Atom density against z for deuterium atoms was also determined to

give depth profiles.
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Figure 4.8: Results from LAMMPS simulations of 30 eV and 100 eV deuterium bombardments on
diamond. Central figure shows the heights of the diamond surfaces throughout the simulations.
The six surrounding plots show atom density of carbon and deuterium atoms against the z axis
at three points in the simulations. The two central density plots show the etch point – where the
maximum swelling of the surface has occurred, and etching is about to begin. The definition of
the surface (solid red vertical line) was based on the point where carbon atom density dropped
below 50 % (solid green line) of pristine diamond. Dashed red line shows the ion cut-off, beyond
which, ions were not considered to be implanted.
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Figure 4.9: Heights of diamond surfaces bombarded with deuterium atoms at set energies
simulated in LAMMPS. The definition of surface height was based on the point where the atom
density with respect to the z axis dropped below 50 % of pristine diamond. Negative values show
swelling of the surface from the initial height (0 Å) whereas positive gradients show etching.

4.2.2 Results and Discussion

Results suggest a two-step etching mechanism, in which incident deuterium atoms are, initially,

unable to sputter carbon atoms in the energy range studied here but are able to penetrate small

distances (of order nm) into the surface. With increasing fluence, more deuterium atoms penetrate

the diamond, resulting in a disordered region and swelling as the diamond loses its close packed

structure. Eventually a point is reached where incident atoms are able to remove carbon from

the disordered region; this is referred to as the etch point.

The swelling and etching phases can be seen in Fig. 4.8, which shows the surface height as the

simulation progresses, alongside atom density plots from key points of the simulations. Negative

surface height values indicate swelling of the surface before the etch point is reached. Density

plots at this point (the two central plots) show an expanded sub surface region of lower density.

In the etching phase, the higher energy implantation results in carbon being removed in clusters

as seen in the steps in surface height for 100 eV implantation. The lower energy displays a much

more controlled, steady and consistent etching phase due to the smaller disordered region, giving

less opportunity for large clumps of carbon to be removed. A shorter swelling phase and slower

etching is observed for lower energies (see Fig. 4.9).

Fig. 4.10 shows sputtering yields calculated using two methods. The final count method is

calculated in the standard manner, where sputtering yield, Scount, is given by taking the ratio of
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Figure 4.10: Sputtering yield calculated by two methods from LAMMPS simulations of diamond
bombarded with deuterium atoms at a set energy. The volume etched method was calculated by
taking a linear fit of surface height with respect to fluence once the etching phase had begun
and assumed an atom occupies an average volume of an eighth of a unit cell. Errors were taken
to be the error on the linear fit. The final count method took the ratio of implanted to incident
deuterium atoms. Linear fit of volume removed method: Gradient = 0.0083±0.0005 eV−1, y-
intercept = −0.07±0.01. Linear fit of final count method: Gradient = 0.0078±0.0003, y-intercept
= −0.02±0.02

etched carbon, NC over incident deuterium, ND .

(4.2) Scount = NC

ND
.

Whereas the volume removed method used the volume etched per deuterium atom, Vetch, for

various energies once the etching phase had been reached. Vetch values were found by taking

linear fits of surface height (on equivalent plots to those seen in Fig. 4.9) after the etch point

had been reached. Once the etch point is reached, a roughly linear etch rate would be expected

from the regular atom bombardments. The average volume occupied by a single carbon atom

was taken to be an eighth of a unit cell’s volume (given by the cube of the lattice constant, α),

allowing Vetch to be converted to a sputtering yield, Svol , via

(4.3) Svol =
8Vetch

α3 .

Values calculated in this manner are approximately equivalent to values calculated via the final

count method, but the volume removed method allows an average over the etching phase to

be taken. For the 10 eV ion energy, the volume method could not be applied as a clear etching
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Figure 4.11: Deuterium depth profiles from five LAMMPS simulations of perfect diamond bom-
barded with deuterium atoms at a set energy. The diamond had a 8×8 unit cell surface area
and was bombarded with a fluence of 4.91×1020 D m−2 deuterium atoms. The original diamond
surface was at 0 Å.

phase was not present. S is approximately linear with energy for both methods, with the volume

removed method giving a gradient of (8.3±0.5)×10−3 eV−1. This linear dependence is typical of

the knock-on sputtering regime [193], where incident ions are of greater energy than the surface

binding energy and are able to dislodge bound particles. As this point is only reached after the

swelling, this would suggest a decrease in binding energy in the disordered carbon region as

would be expected.

With increasing deuterium energy, more deuterium is retained, with the peak of the depth

profile located deeper within the material as seen in Fig. 4.11. Generally, penetration depths

were low, with the highest energy, 140 eV, showing a peak in the depth profile around 2.5 nm

from the initial surface and max penetration of around 5 nm. This is in reasonable agreement

with NRA results presented in 3.2, which found deuterium depths were beyond the resolution of

the technique, meaning no deuterium was detected at depths greater than 10 nm. The broader

deuterium profiles observed for higher energy implantation also resulted in more deuterium

located at negative z values (outside the initial material). This is a consequence of the thicker

disordered region resulting in greater swelling and trapped deuterium a further from the initial

surface, which can be seen in the final density plots in Fig. 4.8. Total retention for experimental

work presented in 3.2 were to the same order (1019 m−2) as results from these simulations.

Deslandes et al. [194], experimentally obtained a higher retention value for an ion energy

comparable to the computational work presented here. This is likely to be a result of additional

79



CHAPTER 4. SIMULATION OF HYDROGEN’S INTERACTION WITH DIAMOND

factors, such as simulations using a perfect crystalline structure and perfectly flat surface

(reducing surface area) which would be expected to reduce deuterium retention for a given energy.

One of the key differences between simulations and the experimental work in 3.2 is the single

deuterons modelled here compared to the clusters (average size of 2.96 atoms [120]) incident

in DELPHI. A larger mass would be expected to reduce penetration depth for the same energy,

which can be shown by considering a head on collision. For the incident particle of mass m,

directly colliding with a stationary particle of mass M, the ratio of final kinetic energy, ϵ f , to

initial kinetic energy, ϵi, for the incoming particle is given by

(4.4)
ϵ f

ϵi
=

(
m−M
m+M

)2
.

Hence, going from the simulated mass of 2.01 u, to the average experimental mass of 5.96 u (2.96

deuterons), would give a drop in the energy carried through the collision from 51 % to 11 % and

a greater degree of energy transferred to the stationary carbon atom. Treating these clusters

as a single particle, the greater energy transfer compared to single atoms would be expected to

reduce penetration depths but increase damage. It is possible the smaller interaction volume

might behave similarly to the lower energy implantations, with reduced swelling and a more

consistent etching rate. However, clusters are not single particles and it seems likely to break

apart into a D+ ion and a D2 molecule on impact. How the cluster energy is distributed between

deuterons in the cluster is unclear, making it challenging to draw definitive conclusions on the

impact clusters would have.

Similar simulations were conducted by Dunn et al. [82], in which a variety of diamond surface

orientations were bombarded with 15 eV tritium atoms. Comparing these results to results

obtained for the 15 eV deuterium implantation presented here, shows very similar retention

values (approximately 4.5×1019 D m−2 compared to 4.3×1019 D m−2 respectively). The etch rate

of 0.073 obtained by Dunn et al. deviated slightly from Svol and Scount values of 0.055 and 0.045

respectively. This could be a result of the larger mass of tritium compared to deuterium. As seen

in Eq.4.4, for a fixed ϵi, a larger mass would result in greater energy transfer to the stationary

particle, increasing the likelihood of sputtering. For an equal ϵ f , the initial energy of a deuterium

would need to be around 19.6 eV, or for an equal final momentum, an initial energy of 22.5 eV.

This small increase in energy would result in a slightly higher sputtering yield as seen in Fig.

4.10. Other differences between simulations are also likely to play a role, such as the lower flux

used in this study and subtle differences in thermostatting. Lastly, Dunn et al. used a fixed cut

off to define sputtered atoms unlike the variable surface heights used in this work. Although not

discussed by Dunn et al. in depth, an initial period of reduced etching can also be seen in the

results presented, similar to the two-step etching mechanism described here.

Hydrogen present in physical samples but not in simulation could act to reduce the uptake

of deuterium. Although CVD diamond typically has a significant hydrogen content, this is

concentrated within the grain boundaries [90], meaning the absence of simulated hydrogen in
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bulk regions is unlikely to be drastically different to physical bulk regions. Simulations presented

in 4.5 explore the impact of grain boundaries on retention.

4.2.3 Summary

LAMMPS simulations were carried out in which a fluence of deuterium atoms were incident upon

a (100) diamond surface held at 300 K. Deuterium energy was varied between 10 – 140 eV and

results were compared to experimental work presented in 3.2. Simulations revealed a two-step

etching mechanism in which retained deuterium resulted in surface swelling and the formation of

a disordered structure prior to carbon removal. Total retention for simulations and experimental

work was to the same order, although the comparisons that can be made between experimental

work and simulations are reduced due to the different energy regime and deuterium cluster size.

4.3 Repeated Single Bombardments of Diamond with Hydrogen
Isotopes

In order to develop understanding of results in the previous section, this section explores how

different variables might impact hydrogen3 retention and the damage sustained by the diamond.

Results from continuous bombardments left questions regarding the influence of isotope mass

and hydrogen energy in particular. To explore the impact of these and other variables in isolation,

a series of repeated single bombardment simulations were carried out with LAMMPS. Each

simulation consisted of a block of diamond hit with a single hydrogen atom which was then

repeated a minimum of 300 times for each set of conditions. The mass, energy and incident angle

of bombarding hydrogen, as well as diamond orientation and temperature were all varied. The

impact of such variables was evaluated through measurements of vacant sites, interstitial carbon,

sputtered carbon, reflected hydrogen and hydrogen positions.

The work presented in this section has been adapted from [179]. The author (J. Pittard)

carried out simulations and analysis, as well as writing the original draft. M.Y Lavrentiev

provided comments on the original draft and throughout the review process, as well as providing

supervision and guidance throughout the work which he initially proposed. N.A. Fox provided

supervision as well as the original proposal of the broader research.

4.3.1 Method

Simulations consisted of a diamond block of 5×5 UCs in area and a depth that was varied based

on the expected implantation depth. Periodic boundary conditions in x and y dimensions and

a finite boundary condition in z helped mimic a larger diamond block whilst allowing atoms to

3Throughout this section, ‘hydrogen’ will be used to refer to hydrogen isotopes collectively. Protium, deuterium
and tritium will describe isotopes of simulated mass 1, 2 and 3 respectively.
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Figure 4.12: Path of incident atom (blue) at an incident angle, θ, towards a 5×5×4 unit cell (UC)
diamond block (red atoms). ϕ is the angle of implantation about the z-axis. A target location (xt,
yt) is generated at random within a 3×3 central region (black dashed line). Initial position (xi,
yi) is calculated so the hydrogen atom hits the target position when created at a height of 3 UCs
above the surface. Base diagram rendered in OVITO [182].

leave out the top of the simulation box. The total z length of the simulation box was typically 180

Å, with an empty region above the diamond of 80 Å. A 1 UC thick frozen layer was once again

used on the non-implantation side to prevent shifting during implantation.

For each repeat, a hydrogen isotope was created 3 UCs above the surface in a position that

ensured it was incident on the randomly generated target position by consideration of incident

and planar angles (θ and ϕ respectively, see Fig. 4.12). For non-zero θ, ϕ is randomly generated

unless specific directions were used (such as 〈110〉 or 〈111〉). Random seeds in the input file were

also regenerated for each repeat.

(100) diamond blocks were constructed by replicating out an eight-atom unit cell. To create

other orientations, trimmed datafiles were used as discussed in 4.1.6. The concerns surrounding

trimmed datafiles were largely mitigated by ensuring bombarding atoms were only incident on a

central 3×3 UC region on the surface. Nevertheless, a (100) trimmed structure was also produced

for comparison. As part of the grain boundary bombardments presented in 4.5, replicated datafiles

of different orientations were tested and gave very similar results to those presented here,

suggesting the different approach had minimal impact on these results. However, it could be

possible that additional strains are placed on the diamond by imperfect periodicities, which could

have some impact on these results. Such strains are unlikely to be present for the (100) trimmed
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Figure 4.13: Figure demonstrating the Wigner-Seitz vacancy analysis used to calculate vacancies
and interstitials for a displaced configuration compared to a reference. Wigner-Seitz cells are
constructed around each atomic point in a reference structure. The number of atoms from the
displaced structure in each cell are counted (known as the occupancy). If no changes have occurred
all cells will have an occupancy of one, cells with an occupancy of two or zero were classed as
interstitials and vacancies respectively.

sample as the length of the unit cell is known so periodicity can be maintained.

Three different diamond temperatures (300, 600 and 1000 K) and four different diamond

surfaces ((100), (100) trimmed, (110) and (111)) were tested. Hydrogen masses of one (protium),

two (deuterium), three (tritium) and an unphysical mass ten were all tested. For every set of

conditions, hydrogen energies of 10, 30, 60 and 100 eV were used, however additional energies

were also explored for some sets of parameters with an overall range of 5 – 500 eV. Incident angle,

θ, was varied between 0 – 85◦ with a random ϕ, as well as 〈110〉 and 〈111〉 directions.

The REBO potential was used to dictate carbon-carbon and carbon-hydrogen interactions

[141, 142]. All bombarding atoms were treated as hydrogen regardless of mass. Atoms outside of

the frozen layer were given initial velocities sampled from a Gaussian distribution corresponding

to the target temperature. Target temperature was maintained throughout simulations by

simulating an NVT ensemble. A short temperature damping parameter of 100 fs was used to

allow for a rapid return to target temperature post implantation. A variable timestep ensured

atoms moved no more than 0.1 Å per timestep, with a default value of 0.5 fs. An initial run of 3 ps

allowed the target temperature to stabilise before the bombarding atom hit the surface. Once the

incident hydrogen had been created, the simulation was run for 10 ps, giving sufficient time for

the atom to hit the surface and come to rest in a stable position. Following this, the temperature

was reduced to 0 K to remove thermal movement to improve vacancy analysis accuracy.

The analysis performed looked to quantify the impact of variables concerning both the

hydrogen and the diamond. Hydrogen was classified as either implanted or reflected. If there was

no hydrogen in the simulation box, or it was at a height greater than 2 Å from the surface, it was

considered to be reflected. Hydrogen within 2 Å of the surface was taken to be implanted.

A Wigner-Seitz analysis (outlined in Fig. 4.13) was implemented via the OVITO Python pack-

age to determine vacancies and interstitials [182, 195]. The final output file (post bombardment,

at a temperature of 0 K with hydrogen removed) was compared to the initial file which acted as a
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Figure 4.14: Percentage of simulation repeats which resulted in the reflection of the incident
atom. A single hydrogen atom was incident in each simulation, for a given set of conditions, a
simulation was repeated 300 times. Incident angle, energy and mass of incident atoms were
varied, as well as surface orientation and diamond temperature. Units of vertical momentum,
Pz, have been selected for ease of conversion to energy, E, and mass, m, via Pz =

p
2Em cos(θ)

where θ is the incident angle. Data has been fitted with y= y0 + Ae−x/x0 , where y0 = 0.498±2.664
%, A = 107.9±3.9 %, x0 = 9.4±0.8 (eV u)1/2.

reference. A Wigner-Seitz (or Voronoi) cell was constructed about each of the atomic sites (dotted

lines in Fig. 4.13). Using atom coordinates from the final output file, the occupancy of carbon

atoms for each cell was determined. For cells with an occupancy of one, it was deemed no point

defect has occurred, whereas cells with occupancies of two or zero corresponded to interstitials

and vacancies respectively. Typically, zero or one vacancy formed, as such, the percentage of

simulations containing one or more vacancies was considered (referred to as ‘vacancy percentage’).

Although sputtered atoms were counted (taken to be the difference between the number of

interstitials and vacancies) values were very low and no meaningful conclusions could be drawn

from this data.

4.3.2 Results and Discussion

4.3.2.1 Reflected Atoms

As can be seen in Fig. 4.14, percentage of reflected hydrogen was largely dictated by vertical

angular momentum. Low vertical moment can be a consequence of lower isotope mass, lower

isotope energy or an increased incident grazing angle. Increased vertical momentum increases

the likelihood that an incident atom will continue into the diamond after collisions with carbon

atoms and reduces the likelihood of it being reflected. Atoms can either be reflected directly from
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Figure 4.15: Defect analysis of four datasets of 300 repeats of a (100) diamond block at 300 K
being bombarded with single deuterium atoms of 30, 60, 80 and 100 eV normal to the surface.
y-axes units are as a percentage of incident atoms (for example, 39 % of incident atoms caused a
vacancy in the top atomic layer for 100 eV). Interstitials are the depth of any carbon atom with
an occupancy of two, meaning each vacant site will result in two interstitials provided no carbon
is lost. The percentage was halved to account for this. Dashed lines show the atomic layers of the
diamond, with markers at every unit cell. Three depth categories (‘Surface’, ‘Shallow’, and ‘Deep’)
were used for discussion and are marked on the deuterium density plot.
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Figure 4.16: Fraction of hydrogen that caused one or more vacancies compared to all implanted
hydrogen as a function of depth for all simulations of a (100) surface. Blue line shows the density
of hydrogen depths, the red line also shows this but only for hydrogen that resulted in one of
more vacancies forming. The black bars show the ratio between two densities for the hydrogen
peaks.

the surface or travel some distance into the diamond and out again after a series of collisions. At

the lower energies and vertical momentums explored in this study reflection is more prominent,

and it would be it would be expected that the former reflection mechanism would dominate.

As Fig. 4.14 shows data across all variables tested (different temperatures, incident angles,

surfaces and isotope masses), it suggests diamond temperature and orientation have minimal

impact on reflection. However, this is not to say these factors would not impact retention. Although

hydrogen retention is likely to be impacted by reflection, it would be expected that penetration

depth and vacancy formation would also be significant, particularly for an incident fluence of

atoms. Higher penetration depths result in a larger interaction volume, and more hydrogen can

be taken up before saturation of the top layer and the etch point is reached (see 4.2). Additionally,

damage sustained to the diamond could create new binding sites that would not be accessible in

pristine diamond. As discussed later, both diamond temperature and orientation saw changes in

vacancy formation and minor changes in average depth, suggesting an impact in retention could

still be expected even if changes to reflection are negligible.

4.3.2.2 Vacancy Formation

Fig. 4.15 shows depths of carbon interstitials, vacant sites and implanted deuterium for four

datasets of different energies. Regardless of energy, it can be seen that vacant sites are restricted
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Figure 4.17: Percentage of simulation repeats which resulted in the formation of one or more
vacancies for different diamond temperatures (top) and incident hydrogen isotope masses (bottom).
A single hydrogen isotope was incident in each simulation, for a given set of conditions, a
simulation was repeated 300 times. All simulations performed on a (100) surface with a 0◦

incident angle. Deuterium (2H) was used for temperature variation, whilst mass variation used a
diamond temperature of 300 K.

to the top unit cell of the diamond block, despite the majority of higher energy deuterium residing

beyond this region. Vacancies readily form in the top few atomic layers where carbon atoms can

be pushed out of the surface - as seen from the carbon interstitial positions. The deuterium does

not have sufficient energy to produce vacancies deeper within the diamond where interstitial

positions for the carbon are less readily available.

Fig. 4.16 shows the correlation between hydrogen depth and vacancy formation. As with Fig.

4.15, peaks in hydrogen density correspond to regions occupied by hydrogen within the diamond.

The bars on Fig. 4.16 show the fraction of hydrogen in these locations that resulted in one of

more vacancies forming (‘vacancy fraction’). It can be seen that hydrogen occupying positions
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deeper within the diamond are less likely to have formed a vacancy. This is thought to be a result

of vacancies only forming within the top atomic layers of the diamond as shown in Fig. 4.15.

Hydrogen retained within the surface layers can push carbon out of the surface, as suggested by

the depth of interstitials in Fig. 4.15, whereas hydrogen retained deeper within the diamond is

unable to significantly displace carbon deeper than the surface. In some cases, positions occupied

by hydrogen appear to only become available when a vacancy has formed, this seems likely for

the peak at a depth of 0.2 Å which gives a vacancy fraction of nearly 1 meaning practically no

hydrogen occupied this depth without forming a vacancy. These new sites are only forming, and

therefore occupied, near the surface, resulting in an increase in vacancy fraction. Lower vacancy

fractions (∼ 0.6) are also observed at depths at which vacancies can form, suggesting the lateral

position of the hydrogen is impacting vacancy formation alongside depth. However, as some

hydrogen is able to form a vacancy in the surface whilst coming to rest at a point beyond vacancy

forming depths, vacancy formation cannot be solely dictated by exact position and the amount of

energy transferred to surface atom in initial collisions must be of some importance.

At low energies, small increases in energy result in a significant increase in vacancy formation

as seen in Fig. 4.17. After peak vacancy formation is reached, a more gradual decrease is observed

with increasing energy. Although the energy range of the initial increase in vacancy formation

corresponds to the drop off in reflected atoms seen in Fig. 4.14, it is not a result of decreased

reflection. Reflected hydrogen contributes a significant amount to total vacancies formed, with

52 % of reflected hydrogen resulting in a vacancy (across all simulations). This percentage was

typically highest with higher energies, as reflection will more commonly occur from a head on

collision which is more likely to create a vacancy due to greater energy transfer. Instead, this

increase is simply a result of some minimum energy required to create a vacancy, with the energy

of vacancy formation reported at around 9 – 15 eV [196]. As discussed regarding Fig. 4.15, the

gradual decrease is thought to be a result of the reduction in hydrogen retained within the first

few atomic layers.

In Fig. 4.17, it can be seen that the energy at which peak vacancy formation occurs also

increases with mass and shows a longer tail afterwards. Reduced energy transfer between

collisions (see Eq.4.4 in 4.2) results in lighter masses travelling deeper into the diamond. This can

be seen in Fig. 4.18, where the linear fit in the log-log plot is suggestive of a power law dependence

between energy and depth. Deeper penetration depths correlate with reduced vacancy formation

(see Fig. 4.16), so the drop off in vacancies is faster for lower masses. These observations are in

contrast to what is observed for temperature variation, where no change in the energy for peak

vacancy formation was observed. However, an increase in temperature did result in an increase

in vacancies. The higher average energy of carbon atoms meant they were more susceptible to

displacement and vacancy formation.

A significant difference between the three surface orientations was observed in Fig. 4.19, with

both (110) and (111) surfaces showing a notable reduction in vacancies formed compared to all
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Figure 4.18: Average depth for a series of repeated, single bombardment simulations of hydrogen
isotopes of varying mass and energy at an incident angle of 0◦ on a (100) diamond surface at 300
K. Linear fits have been applied to the logarithmic plot giving gradients of 1H: 2.08±0.09, 2H:
2.15±0.05, 3H: 1.95±0.10, 10H: 1.55±0.03.

(100) surfaces including (100) trimmed. It is thought there are two reasons why these surfaces

displayed lower vacancy formation. (111) has a significantly lower surface energy than (100) [198]

and a higher displacement energy in this direction [199] giving a reduction in vacancies compared

to (100). However, (110) has a surface energy very similar to (100) and a lower displacement

energy and yet still displayed lower vacancy formation. Instead, the reduction is thought to be a

result of atom alignment. In 〈110〉, clear channels can be observed which reduce the chance of

collision with carbon atoms in the top atomic layers and, therefore, vacancies. The same reduction

was not observed for (100) in the 〈110〉 direction as the 45◦ incident angle meant more of the

collisions that occurred would have been in the top atomic layers.

4.3.2.3 Hydrogen Positions

Changes to the temperature and orientation of the diamond resulted in minimal changes in

average depth, although small increases were observed for higher temperatures and the (110)
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Figure 4.19: Results from repeated simulations of deuterium bombarding various diamond
surfaces at 300 K. Where only a surface is specified in legend, bombarding atoms were at an
incident angle of 0◦. Directions indicated correspond to implantation angles upon a (100) surface.
(110), (111), and (100) trimmed were all constructed by trimming a orientated diamond block,
whereas (100) surfaces were made by replicating a diamond unit cell. The depth plotted takes
into account the incident angle, θ, effectively plotting the distance travelled within the diamond
rather than depth, z f inal .
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Figure 4.20: Heat map of xy hydrogen positions with respect to position in the unit cell (UC) at
three different depth regions following repeated simulations of hydrogen bombardment. Values
on colour scale are arbitrary but indicate the density of hydrogen. Data was taken across all
simulations of (100) surface orientations. Hydrogen with a final depth, z, of −2 < z < 0 Å was
classified as surface hydrogen (A), 0< z < 1.784 Å as shallow (B) and z > 1.784 Å as deep (C). Red
markers represent carbon atom positions. Where appropriate, different markers have been used
to indicate the different atomic layers (AL) of the diamond (‘X’ - first AL, ‘+’ - second AL, ‘O’ -
third AL, ‘∆’ - forth AL).

surface. The higher temperature encourages movement of the carbon atoms, resulting in slightly

increased penetrations depths. As previously discussed, channels can be seen in the 〈110〉
direction which could increase penetration depths. In fact, hydrogen incident in 〈110〉 on a (100)

surface resulted in a significant increase in average penetration depth when incident angle

was accounted for. This is likely to be impacted by the real depth being shallower and shallow

hydrogen occupying different interstitial positions (see Fig. 4.15). However, it is still a notable

increase on the 〈111〉 direction on a (100) surface which had the same incident angle but different

ϕ – suggesting these channels are significant.

Parameters surrounding the incident hydrogen had a much more significant effect than

parameters relating to the diamond. Increasing energy of hydrogen resulted in a non-linear

increase in penetration depth. This relation is dominated by ‘sticking’ to the surface at low

energies (< 30 eV) and then transitions to an approximately quadratic relationship for isotope

masses much less than the mass of carbon, approaching z ∝ E3/2 for mass ten (see Fig. 4.18).

This superlinear behaviour has been observed in simulations of other materials [164] and was

attributed to channelling effects which require modelling atomic structure explicitly, as is done

in MD. Other techniques which effectively treat structures as amorphous and uniform, such as

BCA codes, would typically predict a more linear relation. Higher mass and energy atoms, which

are more effective at moving carbon atoms, are less influenced by these channels and display a

relationship more similar to the expected output from BCA codes. It is possible the formation of

the amorphous disordered layer might also result in better agreement between MD and BCA.

Hydrogen that has sufficient energy to penetrate the first few atomic layers will travel

deeper into the crystal through atomic channels within the crystal structure. For continuous
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bombardments like those presented in 4.2, the greater than linear relation between depth and

energy is expected to be exaggerated as lower energy hydrogen creates more vacancies and

trapping sites near the surface - further reducing penetration at low energies. The formation

of a disordered region in seen in continuous bombardments would negate the impact of atomic

channelling and generally reduce penetration depths. For higher energy implantation, it takes

longer for this region to form allowing channelling to occur at higher fluence, which would

exaggerate the penetration depth compared to lower energies further. Channelling along grain

boundaries and the impact of disorder is explored in 4.5.

In contrast to the depth profiles presented here, a fluence of incident deuterium at equivalent

energies resulted in a much wider range of occupied depths (see Fig. 4.11 in 4.2). For example, 60

eV implantation of single deuterium atoms gave no significant amounts beyond depths of 2 UCs

(7.134 Å, see Fig. 4.15), whereas for continuous bombardment of 60 eV deuterium gave depths up

to 30 Å. This observation is likely to be a result of the formation of the disordered region during

continuous bombardments that is not present for single implantations. The disordered region

allows etching to occur, reducing the surface height of the diamond for subsequent deuterium

resulting in deuterium at higher depths. This region is also saturated with deuterium, which

can be pushed further into the diamond from collisions with incident atoms. The reduction in

density in this layer results in carbon and deuterium atoms spilling out beyond the original

surface. This is similar to what is observed in the interstitial positions in Fig. 4.15 as a result

of hydrogen retained within the top atomic layers pushing carbon out. However, significant

retention above the surface, other than the surface positions occupied for low energies, is only

present in continuous bombardment simulations.

A more detailed look into interstitial positions occupied by the hydrogen was also carried out.

Hydrogen depths seen in Fig. 4.15 were considered in three regions: surface hydrogen within 2 Å

of the surface; shallow hydrogen at a depth between 0 and 1.784 Å; and deep hydrogen at depths

greater than this. xy positions of hydrogen with respect to the unit cell were plotted for each depth

selection as seen in Fig. 4.20. Surface hydrogen is positioned directly above atoms on the top

atomic layer as seen in Fig. 4.20A. The shallow hydrogen in Fig. 4.20B mostly occupies positions

in midpoints between atomic sites in the third atomic layer and the tetrahedral positions on the

first/surface atomic layer (a C-site [90]). This occupation is only observed for shallow hydrogen,

at a depth where there are no carbon atoms directly above this position. For deep hydrogen,

there are carbon atoms above this position which seems to make its occupation energetically

unfavourable as different positions are occupied. Other positions, more similar to those observed

for deep hydrogen are also present at shallow depths but to a lesser extent. The dominant peak

at around 0.892 Å (see Fig. 4.15) corresponds to these C-sites, the occupation of C-sites resulted

in less carbon displacement than the other shallow positions, which gave much higher vacancy

fractions. Deeper into the crystal, two peaks either side each atomic layer are present. Looking at

both Fig. 4.15 and Fig. 4.20C, it can be seen that these positions are along the diagonal between
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nearest neighbour carbon atoms on two atomic layers but not at the midpoint. This is not a

recognised interstitial position in diamond and might be an artefact of the REBO potential used

in these simulations. These simulations were repeated with the AIREBO potential, but both

exhibited the same positions.

4.3.3 Summary

Repeated, single bombardment simulations gave insight into the impact of a wide variety of

variables. At the lower energies expected within a fusion reactor’s first wall (around 15 eV within

the divertor of ITER [82]), results would suggest significant reflection, with approximately 55 % of

incident deuterium and 48 % of tritium being reflected at a 0◦ incident angle. These percentages

would be expected to increase with higher incident angles. As reflection is largely dictated by

atomic structure in the top few atomic layers, the presence of a disordered region as observed

in other simulations would impact reflection significantly for moderate fluences. As saturation

of the disordered region is observed in continuous bombardment simulations, a much higher

reflection coefficient must be present (or at least significant degrees of substitution and etching).

Vacancy formation was seen to peak around 20 eV which could be a concern surrounding

etching for continuous bombardment. Using different surface orientations had a notable impact

on reducing vacancy formation, so could be considered a way to reduce damage sustained by the

diamond. Vacancy formation was very localised to the surface level, regardless of hydrogen energy

for the energy range tested here. This, the low penetration depths, and the limited diffusion

of hydrogen in diamond suggests minimal changes to bulk properties would be expected as a

result of hydrogen interaction. A deeper understanding of diffusion characteristics is required to

conclude this and is explored in the next section (4.4).

Small changes in penetration depths were observed when changing diamond orientation and

temperature. An increase in penetration depth would result in a larger interaction volume and

therefore increased retention. Although the (110) surface potentially saw a small increase in

penetration depth, its resistance to vacancy formation/structural changes is likely to outweigh

small increases in retention. The (111) surface showed a similar reduction; however, this surface

is the most susceptible to graphitisation [200] which could make it unsuitable regardless.

Interstitial positions of incident hydrogen were also explored. C-site occupation was observed

for shallow hydrogen, but at higher depths only undefined positions were observed. Some positions

were only available when a vacancy had formed, whereas others caused less disruption and could

be occupied with no damage.

Results from mass variation did confirm the expected trend discussed in 4.2, with higher

masses giving lower penetration depths. The relationship between average depth and energy

was non-linear and also varied between isotope mass. Average protium depth varied with E2.08

compared to E1.55 for the mass ten isotope. The non-linear relation is thought to be a result of

channelling [164]. As expected, higher mass atoms also gave an increase in vacancy formation.
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Despite these confirmations, the impact of different deuterium cluster sizes remains unclear.

Although the behaviour of a single particle of increased mass has been established, clusters will

likely break apart on impact and it is unclear how the energy will be redistributed when this

happens. Specific modelling exploring this is required to fully understand the effect of clusters,

and how this may impact comparing experimental test facilities with low temperature plasmas

to the high temperature plasma present in tokamaks.

Depth profiles were typically narrower than those presented in 4.2 for continuous bombard-

ment. It is thought that hydrogen implanted within the top layers of the diamond can be pushed

in further upon additional incident atoms. Etching is likely to have played a role here as well,

reducing the surface height and the formation of an amorphous layer with deuterium distributed

throughout. This disordered layer will remove any channelling effects present due to a lack of

repeating atomic structure.

The sputtering yield for multiple bombardments gave a linear relation with energy in 4.2,

whilst a clear peak was seen at lower energies in vacancy formation in this section. This may

go towards explaining why higher energies required higher fluences to reach the etch point in

continuous bombardments - as the etching is reliant on the formation of the amorphous layer,

and higher energies appear less effective at creating vacancies. In this scenario, hydrogen must

steadily build up within the top layer disrupting the structure rather than relying on individual

atoms to create vacancies and interstitials.

4.4 Hydrogen Diffusion within Diamond Grain boundaries

Up to this point, computational work has only focused on perfect diamond as, even in PC diamond,

there are proportionally many more carbon atoms within bulk diamond than grain boundaries.

However, the vast majority of hydrogen4 impurities can be found within the grain boundaries of

CVD diamond [90], meaning they may play a disproportionate role in hydrogen isotope retention.

Furthermore, PC diamond may prove more appropriate for some applications due to the additional

cost associated with SC diamond, making the understanding of both grain boundaries and bulk

regions key.

When considering retention, diffusion is a key factor in determining at what point the material

will saturate as well as addressing concerns surrounding transport of restricted substances such

as tritium. Previous conclusions have stated minimal impact on bulk regions beyond the surface

but only considered a very short timescale (nanoseconds), diffusion characteristics must be

determined to understand how retention may develop on longer timescales. Typically, crystalline

materials demonstrate accelerated diffusion within grain boundaries. As hydrogen collects within

the grain boundaries, it is important to assess whether this is the case for diamond as well.

Continuous desorption of H2 in TDS results (see 3.2) suggested evidence of diffusion of hydrogen

4Once again, hydrogen will be used in reference only to protium, rather than hydrogen isotopes collectively.

94



4.4. HYDROGEN DIFFUSION WITHIN DIAMOND GRAIN BOUNDARIES

through the grain boundaries - where H2 is most prevalent. A deeper level of understanding

is required to assess whether diffusion is likely at those temperatures from either the grain

boundaries or the bulk.

CVD growth conditions will dictate the grain size of the resulting diamond. Longer growths

typically result in thicker films and larger grain sizes, decreasing the proportion of carbon atoms

in grain boundaries and also changing the type of grain boundaries present. For example, in

nanocrystalline diamond (NCD), grain boundary carbon atoms can make up to 10 % of the

total atoms [187] with both tilt and twist boundaries present [201], of which the (100) Σ5 GB

[188, 202] is particularly prevalent. The increased number of grain boundaries in NCD results in

an increased sp2 content, and etching of sp2 remains a key concern surrounding the selection

of diamond for many potential fusion applications meaning larger grains are thought to be

preferable. The columnar growth of CVD diamond results in thicker, larger grained films having

a greater proportion of tilt grain boundaries [203], making these the focus of this work. Sawada

et al. [178] identified atomic structures of four common tilt grain boundaries (111 Σ3, 112 Σ3, 114

Σ9 and 221 Σ9) from TEM images of CVD diamond - meaning these real world structures could

be recreated in simulation. Other work [203–208] has also reported the presence of these grain

boundaries with the 111 Σ3 appearing most prevalent. Higher order Σ27 and Σ81 boundaries

have also been observed but these form from the meeting of two lower order boundaries and are

therefore less common. The same grain boundaries were also seen in boron doped diamond [209].

The work presented in this section has been adapted from [180]. The author (J. Pittard) carried

out simulations, prepared input files and performed analysis (specifically surrounding calculations

of coordination numbers, hydrogen energetics, bond length/angle changes and interpretation

of the results) and wrote the original draft. M.Y Lavrentiev proposed the work, carried out

simulations to determine mean-square displacement values and ultimately diffusion coefficients,

provided comments on the original draft and throughout the review process, as well as providing

guidance and supervision regarding the scope of the work. N.A. Fox provided supervision as well

as the original proposal of the broader work.

4.4.1 Method

MD simulations were performed in LAMMPS [80, 81] to study the energetics and atomic structure

of diamond grain boundaries, as well as the diffusion of hydrogen within. For all simulations and

energy minimisations, the AIREBO [141, 142, 145] potential was used to dictate carbon-carbon

and carbon-hydrogen interactions. For systems containing a grain boundary, it was orientated

perpendicular to x (parallel with the yz plane). Periodic boundary conditions were used in all

dimensions - simulating larger grain boundary planes in y and z dimensions, and a second grain

boundary at the edge of the simulation cell in x. A variable timestep was used that ensured a

single atom could not change kinetic energy by more than 100 eV or move more than 0.1 Å in a

single timestep. The default timestep was 1 fs. The temperature was controlled by simulating
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an isothermal-isobaric (NpT) ensemble with a temperature damping parameter of 1 ps and no

external pressure applied.

Tilt grain boundaries from TEM images taken from [178] were used to recreate replicated

data files as outlined in 4.1.6. Total system size was approximately 57×57×57 Å (30000 atoms)

but did vary between the different structures due to the discrete size of the UCs used to produce

them.

A series of simulations were carried out to map the potential energy of hydrogen within the

diamond. To do this, hydrogen atoms were created in random positions within the simulation

box prior to performing an energy minimisation to allow atoms to reach stable positions. The

number of atoms added was varied to correspond to 1 at.%, this was to reduce hydrogen-hydrogen

interactions and distortion of the structure whilst minimising the number of simulations required

to collect sufficient data. This process was repeated 500–800 times, to give a total of around

138000–264800 hydrogen atoms in total depending on the grain boundary. To give the hydrogen

positions and potential energy along a certain direction, hydrogen atoms within a 0.5 Å slice were

counted and the potential energy of these atoms averaged. The bounds of this slice moved along x

in 0.05 Å increments until the entire cell had been covered, in a similar manner to depth profiles

in previous sections. Heat maps of the potential energy in two dimensions were also produced.

In order to measure diffusion, 25 hydrogen atoms were created in both grain boundaries (50

in total) in each simulation cell. Hydrogen atoms were added to the grain boundary randomly

within boxes of 2×2 Å in size. Boxes were separated from one another by 10 Å (which gives

the minimum hydrogen separation). A similar process was used for evaluating bulk diffusion

coefficients within a block of perfect diamond. An energy minimisation was then performed,

before a run of approximately 4 ns at an elevated temperature (ranging between 1500 – 3125 K).

Diffusion coefficients were estimated from hydrogen mean-square displacement (MSD) values.

Plotting MSD as a function of time, t, gives a gradient of six times the diffusion coefficient, D, as

(4.5) MSD= 6Dt.

D varies as a function of temperature, T, according to the Arrhenius law

(4.6) D(T)= D0e−EA /RT .

Therefore, plotting the natural log of D as a function of reciprocal temperature should give a

linear gradient from which the activation energy, EA, can be estimated.

Various methods were used to explore carbon hybridisations present within the structures.

Hybridisation refers to the different types of covalent bonding that can occur through the mixing

of atomic orbitals. Depending on the local environment, carbon-carbon bonds can form as sp

(linear, 180◦ bond angle), sp2 (trigonal planar, 120◦ bond angle) or sp3 (tetrahedral, 109.5◦ bond

angle). Different hybridisations result in different properties, graphitic carbon is dominated by

sp2C-C bonds, resulting in planar sheets (graphene) of carbon atoms held together by delocalised
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electrons. In contrast, diamond is characterised by sp3C-C bonds, resulting in a very hard and

resilient material. Coordination numbers (CN) are commonly used [210] to distinguish between

different carbon hybridisations and were calculated using a 1.73 Å cutoff distance. Atoms within

this distance were classed as nearest neighbours and were used to calculate bond lengths and

angles. Although bonds were not explicitly modelled, bond lengths were taken to be the distance

between two nearest neighbours, and bond angles the angle between the displacement vectors of

two pairs of nearest neighbours.

Changes in hybridisation on the addition of hydrogen to the grain boundaries were also

explored. To do this, 100 hydrogen atoms were added randomly between both grain boundaries (up

to 5 at.% within the grain boundaries) in each simulation box and the system was minimised. For

the 114 GB, only 50 hydrogen atoms were added in an attempt to minimise disorder. Depending

on the grain boundary, these minimisations were repeated 10 – 50 times, with hydrogen in

different positions for each repeat. As coordination number will typically increase on the inclusion

of additional atoms, changes in bond length and angle were also evaluated. For this, the carbon

atom closest to each hydrogen atom was considered. The carbon-carbon bond lengths and angles

for this atom was compared to the structure without the addition of hydrogen.

4.4.2 Results and Discussion

Fig. 4.21 shows the atomic structures of the grain boundaries, as well as the potential energy and

final position of hydrogen placed within the simulation box in random positions and minimised.

There are clear potential wells across the grain boundaries for the 112, 114, and 221 GBs,

resulting in hydrogen trapping within the grain boundary. This is in good agreement with physical

expectations, as hydrogen within CVD diamond is typically concentrated to the grain boundaries

[90]. The exception to this is the 111 GB, which shows no significant increase in hydrogen across

the grain boundary, but more variation across the bulk. Both of these observations are a result of

atomic alignment. (111) is a stable surface in diamond with atomic planes parallel to the grain

boundary plane, resulting in a coherent grain boundary without any significant deviation from

the bulk structure. As the atomic planes are aligned with x across the grain boundary, collections

of hydrogen in between atomic planes are observed at set x values, unlike in the other grain

boundaries where atomic layers do not align with x and the hydrogen trapped between layers

is averaged across x. This can be seen in Fig. 4.21A where the peaks in hydrogen correspond

to the gaps between atomic layers. The average potential energy of hydrogen within the bulk

regions was very consistent between the different orientations - all giving values of −1.08 eV to

two decimal places with an average across the four structures of −1.0819±0.0008 eV. Therefore,

the hydrogen potential energy within bulk regions is largely independent of orientation as should

be the case.

A consequence of this hydrogen trapping is the observation of anisotropic diffusion within the

grain boundary, where hydrogen within grain boundaries preferentially diffuses within the grain
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Figure 4.21: Atomic structures of four tilt grain boundaries – 111 Σ3, 221 Σ9, 114 Σ9 and 112 Σ3
(A, B, C and D respectively). All structures pictured contain no hydrogen atoms and are orientated
with 〈110〉 into the page (y-axis). In the plots below, the red line shows the potential energy
along the x-axis of hydrogen placed randomly within the structure and minimised. The black line
shows the final positions of these hydrogen atoms, this has been normalised by the total hydrogen
added across the whole structure (not just ±20 Å from the grain boundary as shown here). The
same scale has been used on all axes to aid comparison. Transmission electron microscopy (TEM)
images of the replicated structure are also included (taken from [178]). Rendered in OVITO [182].
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Figure 4.22: Raw mean square displacement (MSD) values for hydrogen diffusing in different
diamond structures at a temperature of 2750 K. Miller indices in the legend indicate orientation
of faces meeting in the grain boundary (GB) along x. The perfect diamond contained no grain
boundary. All structures were orientated with 〈110〉 direction aligned with y. Diffusion coefficients
were taken as the gradient of a linear fit on total MSD divided by 6 (Eq.4.5).
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Figure 4.23: Heat maps of the potential energy of hydrogen placed in random positions and
minimised for four diamond tilt grain boundaries. The top row of plots shows the grain boundary
as if looking along the z direction, whereas the bottom along y. The same scale has been used
on all the heat maps to ensure they are comparable to one another. The z direction corresponds
to 〈112〉, 〈114〉, 〈221〉 and 〈111〉 for the 111, 221, 114 and 112 GBs respectively, whereas all y
directions were aligned with 〈110〉.

boundary plane as opposed to drifting into the bulk. This behaviour is similar to observations of

hydrogen diffusion in grain boundaries of different materials [211]. Anisotropic diffusion can be

seen in Fig. 4.22, which presents the mean square displacement (MSD) in each direction. For

perfect diamond and the 111 GB, x, y and z components are approximately equal, suggesting

no preferential direction of travel and isotropic diffusion. The same cannot be said for the three

other grain boundaries, which present negligible diffusion in the x direction (across the grain

boundary). In the 221 GB, the y component dominates. This direction aligns with 〈110〉, where

clear channels can be seen in the grain boundary (see Fig. 4.21), offering preferential diffusion in

comparison to the other directions. The isotropic diffusion observed for perfect diamond suggests

no preferential diffusion in 〈110〉, meaning the larger channels present in the grain boundary are

required. Although the 114 GB does show some displacement in the z direction (also within the

grain boundary plane) this does not display a steady increase, suggesting atoms may have moved

in this direction into channels which they then diffuse along in y. The 112 GB shows a gradual

increase in displacement for both y and z directions, suggesting hydrogen is trapped within the

grain boundary but able to move in both directions within.

Channels were explored further by plotting Fig. 4.23, which maps out the potential energy in
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Figure 4.24: sp3 and sp2 content across four tilt grain boundaries in diamond (111 Σ3, 221 Σ9,
114 Σ9, 112 Σ3) post energy minimisation. Coordination numbers (CN) of 3 and 4 were classed as
sp2 and sp3 respectively and taken as a percentage of all atoms in that position. Gaps in data are
a result of atomic layers leaving no carbon atoms in these positions. No sp1 (CN 2) was found in
any of the grain boundaries.

two dimensions across the grain boundaries using the same data as presented in Fig. 4.21. It

would be expected that regions of high contrast (indicating a significant difference in potential

energy) would result in restricted diffusion. At a distance of ±1 Å from the centre of the 221 GB,

there are seemingly unobstructed low energy regions along the z direction. As very little diffusion

was observed in this direction, it would suggest the fast diffusion in y is instead a result of areas

of low energy along the centre of grain boundary. These are separated by high potential regions

preventing diffusion in z and offer very effective channels for hydrogen transport. Similarly, the

114 GB also has its lowest energy points along the centre of the grain boundary. However, as

other channels are present throughout this grain boundary, it is hard to determine whether these

central channels are dominating. The regions of higher energy separating regions of lower energy

along z result in more dominant diffusion along y. The contrast between these regions is less

distinct than those in the 221 GB and some movement in y was initially observed of hydrogen

moving into these channels. The 112 GB gave almost equal diffusion within the grain boundary

plane. Although channels are visible in the y direction, the regions of high energy that separate

them along z are less distinct than the 221 and 114 GBs, allowing some diffusion to occur in this

direction. The 111 GB presents with a much more homogeneous potential energy with the only

variation corresponding to atomic layers, resulting in the observed isotropic diffusion.

Hydrogen trapping within the grain boundary is thought to be a result of the increased sp2

nature compared to the bulk. This can be seen in Fig. 4.24 which presents coordination number

as a percentage across the grain boundaries. Within the 112, 114 and 221 GBs, a clear increase
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Figure 4.25: Diffusion coefficients as a function of inverse temperature for various diamond
structures. Miller indices in the legend give the direction of the tilt grain boundary modelled,
data from these simulations have been plotted alongside values for perfect diamond (‘Perf.’) which
contained no grain boundary (simulating bulk diamond) and experimental values (‘Exp.’) of PC
diamond taken from [91]. The log of the diffusion coefficients have been fitted with a linear fit to
give activation energies, EA, in Table 4.1.

in sp2 and decrease in sp3 can be observed. The same cannot be said for the coherent 111 GB,

in which only sp3 is present throughout which is in good agreement with physical expectations

[205, 212]. Hydrogen position peaks in Fig. 4.21 broadly align with peaks in sp2 seen in Fig.

4.24. The double peak in hydrogen position in the 112 GB aligns with the double peak in sp2

carbon within the grain boundary, the single peak in the 114 GB is comparable to its sp2 content

and the increase in sp3 at the centre of the 221 GB gives an increase in potential energy and

reduction in hydrogen occupation. This could simply be a result of the lower atom density offering

more positions for the hydrogen to occupy and giving lower coordination numbers. However, in

contrast to what is typically observed in crystalline solids, most grain boundaries presented

higher activation energies than the bulk (or perfect diamond) as can be seen in Fig. 4.25 and Table

4.1. This behaviour would not be expected if diffusion was solely dictated by atomic density. Lower

atomic density in grain boundaries would be expected to enhance diffusion compared to the bulk

as seen in other crystalline solids. The difference is the type of bonding present in the covalently

bonded carbon. On the inclusion of hydrogen into the grain boundary, hydrogen can form sp3C-H

bonds with the sp2 carbon present [213–215], resulting in restricted diffusion compared to the
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Table 4.1: Activation energies and diffusion coefficients as determined in Fig. 4.25. Experimental
values taken from [91].

D0 (m2s−1) EA (eV)
Experimental 2.6×10−4 2.8±0.2
Perfect (Bulk) 4.3×10−9 0.70±0.06

111 Σ3 3.7×10−9 0.72±0.03
221 Σ9 3.0×10−8 1.1±0.1
114 Σ9 3.0×10−8 1.9±0.1
112 Σ3 2.5×10−7 2.1±0.2

bulk where sp3 carbon dominates and hydrogen occupies interstitial positions [90]. Formation of

these more stable bonds will also contribute to the hydrogen trapping. For other diffusing species

which cannot form covalent bonds with carbon, diamond grain boundaries have demonstrated

preferential diffusion compared to the bulk [216], indicating the type of bonding is playing a role.

Experimental results for PC CVD diamond (taken from [91]) align best with 112 and 114

GBs both in terms of activation energy and diffusion coefficients at lower temperatures. As the

experimental values are a combination of bulk and grain boundary contributions, these results

suggest the higher concentration of hydrogen within grain boundaries and the restricted diffusion

of this hydrogen is dominating, despite bulk regions making up a far greater proportion of PC

diamond. As observed throughout the results presented here, the lack of a distinct grain boundary

for the 111 GB resulted in very similar behaviour to perfect diamond. Although the 221 GB gave

similar diffusion coefficients to perfect diamond and the 111 GB, the activation energy was still

notably higher. As discussed, the diffusion within this grain boundary is thought to be dominated

by hydrogen moving through low energy channels along the centre of the grain boundary (as

shown in Fig. 4.23). This channelling effect, as well as the presence of sp3 carbon at the centre

of this grain boundary (see Fig. 4.24) explains why the 221 GB presents with faster diffusion

compared to the 114 and 112 GBs.

Bond length and angle distributions presented in Fig. 4.26 highlight the lack of deviation of

the 111 GB from the perfect diamond structure, with both bond length and angle distributions

presenting single values at 1.545 Å and 109.5◦ respectively. CN 4 carbon in the other grain

boundaries showed some variation but distributions were centred about perfect diamond values.

Where CN 3 carbon is present (for 221, 114 and 112 GBs), bond lengths are mostly shorter than

CN 4 values. All three grain boundaries gave bond lengths in the 1.49–1.53 Å range, which

align well with the range given for planar sp3-sp2 bonding in [187] and is likely a result of bulk

sp3 carbon bonding to sp2 carbon within the grain boundary. Bond lengths around 1.40–1.42 Å

present for the 114 and 112 GBs could indicate the presence of some pure sp2C-C bonds. The

extreme high and low values present for the 114 GB are likely to be a result of the cut off used

when determining coordination number. The bond lengths at 1.7 Å are unlikely to be physical

and instead could indicate some presence of sp1 carbon as, if a shorter cutoff was used, these
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would not be counted, and the carbon atom would be classed as CN 2/sp1. The presence of sp1

would also explain the bond length values of < 1.4 Å

Similarly, bond angles present consistent distributions around 109.5◦ for CN 4 carbon, and

generally larger angles for CN 3 carbon. Here, only the 114 GB presents evidence of pure sp2C-C

bonding, with bond angles around 120◦. Although CN 3 carbon did give some bond angles < 120◦,
generally, bond angles were higher than CN 4 carbon as would be expected for carbon with fewer

nearest neighbours.

Upon adding hydrogen to the grain boundary many atoms presented an increase in coordina-

tion number as to be expected. The exception to this is when the presence of the hydrogen has

pushed a carbon atom beyond the cutoff distance, resulting in no increase in coordination number.

This scenario was more common for CN 4 carbon. It can be challenging to conclude whether

an increase in coordination number is a true indicator of the sp2 going to sp3C-H bonding as

suggested in this work, as such, changes in bond length and angle were also considered.

Changes in bond length and angle on the inclusion of hydrogen can be seen in Fig. 4.27. Here,

only data from the carbon atom closest to each hydrogen atom have been considered and only

carbon that displayed an increase in coordination number from 3 to 4 (sp2 to sp3). As perfect

diamond and the 111 GB contained no sp2, these structures contained no carbon atoms that

fulfilled these criteria. For all the grain boundaries with sp2, there is a reduction in the short

bond lengths associated with sp2 and sp1 carbon on the inclusion of hydrogen. The 221 GB gives

a clear peak at bond lengths that align well with sp3 bonding, offering a good indication that

sp3C-H may be forming. Similarly, adding hydrogen to the 112 GB removed the peak at 1.43 Å

and shifted the most predominant peak to around 1.52 Å. Although this length is 0.025 Å shorter

than seen for pure sp3, this increase still could indicate the presence of sp3C-H. The 114 GB gave

a much broader distribution of bond lengths once the hydrogen was added, but again there was a

general increase in bond length with the shortest values being lost. For this grain boundary in

particularly, the inclusion of hydrogen seems to result in a much more significant deviation from

the initial structure and a general increase in disorder. This is despite the number of hydrogen

atoms added being halved and the number of repeated calculations being increased to try and

improve the clarity of the data. The 114 GB is the only grain boundary with no sp3 at the centre

of the grain boundary, and the only one whose bond lengths suggested the presence of sp1. This

indicates more space is present within the grain boundary, allowing movement of carbon atoms

and an increase in disorder on the inclusion of hydrogen.

There are more similarities between the grain boundaries when looking at the bond angles.

Once hydrogen was added, the bond angle distributions reduced to a peak centred about 110◦

- in good agreement with what would be expected for the formation of sp3C-H. The 114 GB in

particular showed a notable reduction in 120◦ bond angles which are commonly associated with

sp2 carbon.

Overall, in grain boundaries containing sp2 carbon, changes in bond length and angle on the
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Figure 4.26: Histograms comparing the bond lengths and angles for carbon carbon bonds within
a supercell containing the specified grain boundary post energy minimisation. ‘CN 3/4’ refers to
the coordination number of the carbon atom. Perfect diamond effectively gave single values (of
1.545 Å and 109.5◦) as seen for 111 Σ3.

inclusion of hydrogen are present which could be associated with a transition from sp3-sp2 to

sp3C-H. The 221 GB gave the clearest evidence of this, whereas the 114 GB had a more general

increase in disorder. The formation of sp3C-H is thought to contribute to restricted diffusion

observed in these grain boundaries compared to perfect diamond or the 111 GB. Despite the 221

GB showing the clearest indication of sp3C-H forming, it gave the fastest diffusion and lowest

activation energy of the grain boundaries containing sp2 carbon. This is thought to be a result

of the low energy channels present in this grain boundary, as well as the sp3 carbon aligned

with these channels. However, the formation of sp3C-H with sp2 outside of these channels, still

resulted in a higher activation energy than perfect diamond. The 112 GB showed evidence of

sp3C-H forming and minimal channelling effects were present, resulting in slow overall diffusion.

It cannot be said definitively that sp3C-H formed in the 114 GB due to the broad bond length

distribution on the addition of hydrogen, however, some evidence of this was present. There

were some channels observed for this grain boundary, but the changes in bond length and angle

indicate notable deviation from the initial structure and such disorder is likely to outweigh the

impact of these and restrict the overall diffusion rates.
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Figure 4.27: Change in carbon bond length and angle from the inclusion of hydrogen atoms into
the grain boundary post energy minimisation. Data shown only includes the carbon atoms closest
to each hydrogen atom and only carbon atoms which went from a coordination number of 3 to 4
when the hydrogen was added.

4.4.3 Summary

MD simulations were performed to explore hydrogen diffusion in diamond grain boundaries. Four

common grain boundaries were replicated from TEM images from [178], and it was found that

all but the 111 GB had a significant potential well across the grain boundary. This resulted in

hydrogen trapping, in good agreement with expected physical behaviour. Anisotropic diffusion was

also observed in these grain boundaries with hydrogen preferentially travelling along channels

in 〈110〉 but only within grain boundaries. The exception to this was the 111 GB, which gave

isotropic diffusion and generally behaved much more similarly to the perfect diamond.

Overall diffusion rates are thought to be influenced by sp2 content and channels present

within the grain boundaries. When present, sp2 carbon resulted in restricted diffusion from the

formation of sp3C-H bonds rather than the interstitial positions occupied in the bulk [90, 213–

215]. In contrast, the presence of channels and sp3 carbon in some grain boundaries acted to

increase diffusion rates. Evidence of the formation of sp3C-H with sp2 carbon was observed

through consideration of bond length and angle distributions.

Diffusion characteristics will dictate the impact annealing and other similar treatments will

have on the hydrogen content of diamond. The conclusions that can be drawn regarding this from

the results presented here are limited without an understanding of the distribution of different
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grain boundaries present. For boron doped diamond, Mora et al. [209] reported 65 % of grain

boundaries were identified as Σ3, with Σ9 and Σ27 grain boundaries making up 30 % and <5

% respectively. Generally, it would be expected the lower order Σ3 boundaries would dominate,

as higher orders are typically formed from the meeting of two lower order boundaries. Results

presented here suggest that diffusion characteristics are dictated by more than just the CSL

(Σ) value, as 111 Σ3 and 112 Σ3 presented very different results. Therefore, a more detailed

grain boundary distribution of exact grain boundaries would be required to fully understand the

significance of each of these grain boundaries diffusion effects.

Nevertheless, there are some broader conclusions which can be made. For tilt grain boundaries

rotated about 〈110〉, these results would suggest hydrogen would remain within grain boundaries

during heat treatments, whereas hydrogen in bulk regions is more likely to be removed or become

trapped in grain boundaries. Different grain boundaries clearly present different degrees of

hydrogen trapping and diffusion rates, meaning the hydrogen content is likely to vary significantly

between grain boundaries especially post heat treatment. Atomic alignment in 〈110〉 results in

significant channels within the tilt grain boundaries. This may not be the case for 〈100〉 and 〈111〉,
so more work would be needed to draw conclusions for other diamond orientations. Diffusion

was shown to be highly directional and dependant on the grain boundary, with the 221 GB only

giving significant diffusion in one direction. This behaviour could potentially be exploited to have

greater control on transport/extraction of retained hydrogen isotopes. However, it is challenging

to assess the potential of this without having a thorough understanding of the distributions of

grain boundaries present.

Experimental work presented in 3.2 concluded sustained hydrogen counts suggested hydrogen

diffusion from within the grain boundaries. Diffusion coefficients calculated here can be used to

evaluate this conclusion. The root mean square displacement, RMSD, is given by

(4.7) RMSD =
p

6Dt .

Taking the D to be the slower grain boundary diffusion coefficients, at a temperature of 1273 K

for an hour gives

(4.8) RMSD =
√

6×10−14 ×3600 ≃ 10 µm.

These results suggest moderate diffusion within grain boundaries could occur at these tem-

peratures, with hydrogen being able to travel from 10s of microns within the surface. Boron

doped samples showed limited evidence of diffusion, suggesting structural defects caused by the

inclusion of boron may act as trapping sites, limiting diffusion in a similar manner to the grain

boundary diffusion observed computationally.
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4.5 Hydrogen Bombardment of Diamond Grain Boundaries

As part of the work presented in 4.2 ([150]), data files containing grain boundaries were continu-

ously bombarded with deuterium to evaluate differences that could be expected between SC and

PC materials. Trimmed data files were tested with arbitrary rotations (15◦, 30◦ and 45◦) applied

about the z axis to one of the grains to tilt grain boundaries with a (100) surface. These are not

presented or discussed, but no discernible differences between retention or etching could be seen

when compared to perfect diamond across the energies tested.

However, as highlighted in the 4.1, there were found to be numerous flaws with the trimmed

style data files, and the use of arbitrary rotations may mean structures are physically irrelevant.

As the replicated data files produced for diffusion calculations were stable and reproduced from

real grain boundaries, bombardment of these should give a more accurate insight to any potential

differences for PC diamond. Both repeated single bombardments and continuous bombardments

were carried out on previously constructed replicated grain boundaries. Single bombardments

were carried out to offer a clear comparison between perfect diamond and grain boundaries,

whilst continuous bombardments give a better insight into how these grain boundaries may

evolve under implantation conditions.

4.5.1 Method

The same replicated grain boundary structures produced for the diffusion work were used for

these simulations. Again, these consisted of the 111 Σ3, 221 Σ9, 114 Σ9 and 112 Σ3, all orientated

with 〈110〉 aligned with the x axis. As bombardments occur along the z direction, if the original

orientation of the structures was used, only the 112 GB have a surface of physical relevance (the

(111) surface in this case) along z. To avoid this, and ensure results between structures were

comparable, the structures were rotated to align the common (110) face with the z axis, allowing

this face to be bombarded. For comparison, bombardments of a replicated perfect (110) surface

were also carried out.

For both continuous and repeated single bombardments of grain boundaries, deuterium atoms

of various energies were incident at an angle of 0◦. For continuous bombardment, deuterium

was incident on the full surface (approximately 60×53 Å2 in size), whereas repeated single

bombardments were only carried out on the grain boundary itself. To help mimic a larger

material, periodic boundary conditions were used in x and y and the bottom 3.567 Å (1 UC) of the

block was frozen in place to prevent movement during bombardment. A finite boundary condition

was applied in z. The REBO potential [141, 142] was used throughout simulations to dictate

carbon-carbon and carbon-hydrogen interactions. Temperature of the diamond was maintained

at 300 K by simulating an NVT ensemble with a temperature damping parameter of 0.1 ps as

before. Once again, a variable timestep was used that ensured no atoms moved more than 0.1 Å

in a single timestep, with a default value of 0.5 fs. Prior to bombardment, a 3 ps run was carried
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Figure 4.28: Percentage of atoms deemed stable (not disordered) for the 221 GB bombarded with
30 eV deuterium along 〈110〉. The border of the disordered region and the point taken to be the
surface are indicated by red and black dashed line respectively. The disorder border was defined
as the highest z value where more than 50 % of atoms were disordered. As a result of how this
was calculated, a random distribution of atoms would give approximately 40 % stable atoms. This
has been overlayed on a snapshot of the simulation at the same timestep which was rendered in
OVITO [182].

out to allow the temperature to stabilise.

For the repeated single bombardments, deuterium atoms were created in random positions in

a region 3 UCs above the surface and within ±3 Å of the centre of one of the two grain boundaries.

Random seeds in the input file were regenerated for each repeat. Any deuterium that left the

simulation box or was at a height greater than 2 Å from the surface was classed as reflected.

Vacancies and interstitials were determined using the Wigner-Seitz analysis utilised in 4.3. This

was done by comparing the occupation of Voronoi cells in the initial structure to the final structure

which had been cooled to 0 K to remove thermal fluctuations (see Fig. 4.13).

In continuous bombardment simulations, 0.2 ps runs were carried out between atom creations.

This is slightly shorter than the value for previous simulations (in 4.2) to ensure a comparable

flux on the larger area of these structures. Fluxes and fluences ranged between 1.23–1.94×1029

D m−2 s−1 and 2.47–2.80×1020 D m−2 respectively due to slightly different surface areas of grain

boundary cells.

Similar evaluation methods were carried out to those used in 4.2 and 4.3 offering a direct

comparison. To allow for swelling and etching phases present in continuous bombardments, the

surface was determined through consideration of atomic density as was done before (see 4.2.1).

Due to the presence of the grain boundary the atomic density was lower than that of perfect
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diamond, so the reference atomic density was calculated for the structure prior to bombardment.

The surface was once again taken to be the height where the average density of the 2 Å region

below it dropped below half the reference atomic density. If at no point this condition was

fulfilled the surface was taken as the initial height of 0 Å. Once the surface had been determined,

sputtered carbon and retained deuterium could be found. Carbon outside of the surface was

classed as sputtered and hydrogen below 2 Å above the surface was classed as retained. Depths

were all measured from the calculated surface height.

In addition to the analysis carried out in 4.2, the position and size of the disordered region was

measured for continuous bombardment. This was determined by consideration of the periodicity

of atomic layers. Atomic layers are separated by 1.261 Å along 〈110〉. Looking at the remainder of

an atoms z coordinate divided by this value gives the vertical distance from the perfect atomic

layer position the atom sits. Any atoms greater than 0.25 Å from an ideal atomic layer was

considered ‘disordered’. Although atoms could be displaced along the xy components as well,

the majority of displacements would be expected to align with the direction of bombardment (z).

Only considering z displacement offered a simple and consistent way to estimate disorder as all

files were orientated with 〈110〉 along z. The percentage of disordered atoms as a function of z

could then be plotted. The highest depth at which more than 50 % of atoms were disordered was

classed as the disorder boundary (see Fig. 4.28), which could then be tracked as a function of time

or fluence. It is worth noting that, as atomic layers are separated by 1.261 Å and the region to

be classified as not disordered is 0.5 Å thick, a completely random distribution of atoms would

result in a disorder percentage of approximately 60.2 %.

As was carried out in diffusion simulations, atoms within the grain boundary could be

distinguished to atoms outside of it. Atoms were classed as within the grain boundary if their x

position was within ±2.5 Å of a grain boundary centre - sharing the same definition as before.

Atoms were classified as within the grain boundary or bulk prior to bombardment (as undamaged

structure), meaning if a bulk atom was displaced into a grain boundary during a simulation, it

would still be classified as a bulk atom during analysis. The grain boundary regions and atoms

were used within analysis to separate out the bulk and grain boundary effects.

4.5.2 Results and Discussion

4.5.2.1 Repeated Single Bombardments

Fig. 4.29 shows the positions of defects for repeated single bombardment of the (110) surface of

the different diamond structures with 60 eV deuterium. Both perfect (110) diamond, the 111 GB

and previous perfect (100) diamond simulations (see 4.3) present similar behaviour. For these

structures, deuterium is able to penetrate beyond the surface, but vacancy formation is restricted

to the surface. Previously, it was concluded that there is not sufficient space in perfect diamond

for carbon interstitials, so the vacant sites could not form without significant deviation from the

perfect structure which was not possible to achieve at the energies tested. Therefore, interstitials
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Figure 4.29: Defect analysis of 300 repeated simulations for five different diamond structures
bombarded with single 60 eV deuterium atoms. All atoms were incident normal to the (110)
surface, the bottom four structures contained a tilt grain boundary (GB) in the middle and at
the edge of the simulation cell. The GB plane is indicated by the Miller indices in the legend.
When a GB was present, only this region was bombarded. Carbon and deuterium atoms are given
in red and green respectively, vacant sites (blue) and resulting carbon interstitials (black) were
determined by a Wigner-Seitz analysis [195].
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Figure 4.30: Defect analysis of four datasets of 300 repeats of a (110) diamond containing a grain
boundary as indicated in the legend. The diamond was held at 300 K and bombarded with a
single 30 eV deuterium atom normal to the surface. This process was repeated 300 times. y-axes
units are as a percentage of incident atoms (for example, 40 % of incident atoms caused a vacancy
in the second atomic layer for the 114 GB). Interstitials are the depth of any carbon atom with an
occupancy of two, meaning each vacant site will result in two interstitials provided no carbon is
lost. The percentage was halved to account for this. Dashed lines show the atomic layers of the
diamond. Inset shows interstitials for the 111 GB.
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Figure 4.31: Results from repeated simulations of single deuterium atoms bombarding various
diamond structures at 300 K at an incident angle of 0◦. Miller indices indicate the diamond
surface, if present, the grain boundary plain is indicated, when not present legend states perfect
(‘Perf.’). ‘Repl.’ and ‘Trim.’ stand for replicated and trimmed which refers to the method used to
create the structure.

could only form at the surface, where carbon could be pushed out and vacant sites were only found

within the top few atomic layers. This resulted in a peak in vacancy formation at low energies

when hydrogen isotopes would occupy shallow positions near to the surface. These observations

are in contrast to what is seen when bombarding 221, 114 and 112 GBs. The additional space

present in these grain boundaries allows interstitials and vacancies to form at much greater

depths (comparable to the depth of the implanted deuterium) than seen in perfect diamond as

seen in Fig. 4.29, where interstitials can be shown throughout the grain boundary as well as at

the surface.

These observations are further supported in Fig. 4.30, which presents data for 30 eV deu-

terium incident on the (110) surface of the four grain boundaries5. With the 221, 114 or 112 GB

5Perfect diamond was also tested, but this gave very similar results to the 111 GB and as such was omitted from
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Figure 4.32: Depth of 30 eV deuterium atoms incident normal to diamond (110) surfaces. Perfect
diamond contained no grain boundary whilst the other structures contained a grain boundary
as indicated in the legend. Perfect diamond (no grain boundary) Simulations consisted of single
bombardments which were repeated 300 times.

present, a notable increase in vacancies can be seen, with peak vacancy depth beyond the surface

for some. Once again this is a result of the depth at which there is space available for interstitials

to occupy, which now can be seen within the diamond rather than just above the surface.

Fig. 4.31 also shows the increase in vacancy percentage for 221, 114 and 112 GBs. Perfect

diamond gave very low vacancy formation in this direction for both replicated and trimmed data

files and, once again, the 111 GB behaved very similarly to the perfect diamond produced by the

same method (Perf. Repl. (110) in Fig. 4.31). As discussed in 4.3, the lower vacancy percentage of

the perfect (110) surface compared to the perfect (100) surface is thought to be because of the link

between penetration depth and vacancy formation in perfect diamond, and 〈110〉 channels and

increasing average depth. The additional space present for the 221, 114 and 112 GBs resulted in

a general increase in vacancies, as well as the formation of vacancies at depths beyond the top

unit cell. The ability for vacancies to form deeper within the material removes the link between

penetration depth and vacancy formation. In contrast to the 30 eV peak seen for perfect (100),

the 221, 114 and 112 GBs, present no low energy peak in vacancy percentage, it simply increases

in an almost linear fashion with energy. These grain boundaries also demonstrated an increased

sp2 content (see 4.3), but it is thought that the increase in vacancies is a result of additional

the plot to aid clarity.
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Figure 4.33: Percentage of 300 repeated simulations of a deuterium atom of various energy
incident normal to a (110) diamond surface containing various grain boundaries. Reflected atoms
were classed as reflected if they were lost from the simulation box or more than 2 Å from the
surface and atoms within 2 Å of the surface were classed as surface bound. Total is the sum of
the two percentages and indicates the number of atoms which did not penetrate the surface.
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space rather than the hybridisation. This is because sites of sp3 carbon can still become vacant

as seen in the results for perfect diamond in positions deeper than the top atomic layer.

Small amounts of deuterium at high depths in Fig. 4.30, the increase in average depth in

Fig. 4.31 and the long tail present in Fig. 4.32 indicate channelling of deuterium along the 221,

114, and 112 GBs. Even at lower energies, small amounts of deuterium can be seen at very high

depths, far greater than the average values and depths of perfect diamond and the 111 GB. The

additional space in these grain boundaries offers a clear path for incident atoms, even if diffusion

was slower within them compared to perfect diamond in 4.4. At these energies, penetration depth

is dictated by collisions with atoms rather than diffusion characteristics.

Bombarding the 221, 114 and 112 GBs resulted in lower amounts of reflected atoms compared

to perfect diamond and the 111 GB as shown in Fig. 4.33. As momentum/energy of incident atoms

increased, any differences become negligible as the total percentage drops and the majority of

atoms are able to penetrate through the top atomic layers. This difference was most obvious at a

vertical momentum of 4.7 eV 0.5 u0.5 (corresponding to 10 eV deuterium). At higher momentum

than this, a non-linear decrease in reflected atoms similar to that presented for the (100) surface

(Fig. 4.14) can be seen. However, at lower momentum, a levelling off or even decrease is present in

the number of reflected atoms. Fig. 4.33 shows this decrease in reflection is a result of an increase

in surface bound atoms rather than an increase in atoms penetrating the surface – which is at

its lowest for this momentum. This can be seen clearest for the 111 and 114 GBs, where almost

all atoms were either reflected or bound to the surface at low momentum, so the decrease in

reflection at very low momentum must be a result of an increase in surface bound atoms. The

221 and 112 GBs gave the lowest total values, indicating that even at low momentum/energy

deuterium was able to penetrate beyond the surface. Looking at the structures of these grain

boundaries along 〈110〉, clear channels can be seen as discussed in 4.3 (see Fig. 4.21 and Fig.

4.23). If an atom is incident on one of these channels it is able to travel into the material even at

low energy. Whereas, for the tighter atomic structures of the other surfaces, low energy incident

atoms are more likely to collide with surface atoms and become reflected or bind to the surface.

Additionally, the 221 and 112 GBs are also the grain boundaries which presented the highest

average penetration as a result of these channels.

4.5.2.2 Continuous Bombardment

When bombarding grain boundaries with a fluence, much of the same behaviour presented in 4.2

for perfect (100) diamond was seen. Fig. 4.34 shows the surface height as a function of fluence

for the different structures and energies tested, equivalent to Fig. 4.9 in 4.2. Similarly to these

previous results, the two-step etching process can be seen, where an initial swelling period is

required prior to the removal of carbon atoms. The etch point is present for all but the 10 eV

simulations suggesting, at these energies, incident atoms are of insufficient energy to form a

significant disordered region and remove carbon atoms. Once again, higher energy deuterium
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Figure 4.34: Diamond surface height for various diamond structures bombarded with deuterium
of different energies. Surface begins at 0 Å, negative values indicate swelling of the surface,
whereas positive values of the surface being eroded. The surface was defined based on a fraction
of initial atomic density.
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Figure 4.35: Percentage of disordered atoms as a function of depth for the 221 Σ9 grain boundary
bombarded with a fixed fluence of deuterium at various energies. Atoms were classed as either
bulk of GB atoms based of their position prior to implantation. Due to the method used to
determine disorder, a completely random structure would result in 60.4 % disordered atoms,
values consistently above this are likely to indicate a shift of atomic layers in z.

resulted in an increased rate of swelling, a later etch point and an increased rate of etching.

Differences between the different structures are subtle with all structures displaying similar

gradients (swelling and etch rates). The 221 and 112 GBs seem to reach the etch point slightly

later for 30, 60 and 100 eV. This is unlikely to be significant but could be a result of increased

space within these GBs meaning an increased fluence is required to reach equivalent disorder.

Fig. 4.35 shows the degree of disorder at varying energy for the 221 GB. The disorder

percentage can be seen to fluctuate about of 60 % (indicating random atomic positions) for all but

the 10 eV simulation. At 10 eV, disordered atoms are present deeper within the grain boundary

compared to the bulk. The peak percentage of disordered atoms is also greater than the peak of

bulk atoms but at 80 % is likely to indicate a shift in atomic layers. 30 and 60 eV simulations also

show the same increased depth of disorder within the grain boundary. The 100 eV shows very
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Figure 4.36: Retention within different structures bombarded with deuterium of various energy.
Retention values are given by the number of retained atoms divided by the exposed surface area,
resulting in units of Å−2. Due to varying surface areas of structure cells fluence did vary small
amounts between structures but was approximately 2.5 Å−2. The top plot shows retention of
deuterium within ± 5 Å of a grain boundary centre, the second plot anything outside of this, and
the final plot is the ratio between the two.

little difference between GB and bulk disorder. A peak is seen at greater than the 60 % value

for a random distribution, again this could be indicating a shift of atomic layers. There is some

evidence of disorder at high depth within the grain boundary, where early on in the simulations

incident atoms have travelled some depth into the grain boundary.

Generally, disorder within the grain boundary could be seen at higher depths than disordered

atoms within the bulk. The exception to this was the 100 eV simulations and the 111 GB, where

there were negligible differences between datasets. At this higher energy, incident atoms are able

to create disorder in bulk regions just as effectively as grain boundaries so minimal difference is
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Figure 4.37: Deuterium depth profiles of various diamond structures exposed to deuterium of
varying energy along the 〈110〉 direction. Retention values are given by the number of retained
atoms within a slice in z (Depth) divided by the volume.

observed.

The 221, 114 and 112 GBs exhibited higher deuterium retention than both bulk regions

within the same simulations, as well as a perfect (110) structure. This can be seen in Fig. 4.36,

where the ratio of deuterium retained in the GB:Bulk is greater than 1 for all but the 111 GB at

energies less than 100 eV. The 221 GB in particular showed the highest ratio, with nearly twice

as much deuterium retained within the grain boundary compared to the bulk. Broadly, a gradual

decrease in ratio is seen with increasing energy, with 100 eV showing no preferential retention

within the grain boundary. Across all energies, bulk retention values are approximately the same.

There is some spread at 100 eV, but this could be a result of variations in determining the surface

from the greater disorder present at this energy. However, as the surface height is the same for

both GB and bulk regions, this should have minimal impact on the retention ratios, which clearly
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Figure 4.38: Comparison of two fluences for simulations of 30 eV deuterium bombardment of a
(110) diamond surface containing a 221 Σ9 grain boundary.

show increased GB retention at low energies.

Depth profiles for the different structures can be seen in Fig. 4.37. For 10, 30 and 60 eV,

the grain boundaries depth profiles show a slight broadening, indicating deuterium retained

at slightly increased depths compared perfect diamond and the 111 GB. As the main peak is

of similar height across the structures, the increased retention of grain boundaries is due to

these slightly higher depths. Particularly for energies ≥30 eV, depth profiles of 221, 114 and 112

GBs show a long tail of deuterium reaching very high penetration depths. At 100 eV, deuterium

profiles are more or less indistinguishable from one another, a result of the increased disorder at

this higher energy removing any impact the presence of a grain boundary makes. This is in good

agreement with the observations for the GB:Bulk retention ratio previously, which went to 1 for

100 eV.

The observation of deuterium at very high depths is similar to results seen for single bom-

bardments (see Fig. 4.32), suggesting incident atoms are being channelled along grain boundaries.

This can only happen for initial bombardments, prior to the formation of the disordered region, as

channels will no longer be accessible after this point. Therefore, the impact such channels have

on retention is thought to be minimal for any moderate fluence. Similarly, single bombardment

results also showed lower reflection for 221, 114 and 112 GBs, but as reflection is largely dictated

by atomic structure on the surface, these differences are unlikely to be present once the disordered
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Figure 4.39: Deuterium density along the x axis for the 221 Σ9 grain boundary bombarded by
deuterium at a fluence of 2.47 Å−2 and varying energy. Deuterium density values include all
deuterium within the simulation box so includes both surface bound and retained deuterium.

region has formed. Instead, the increase in retention is thought to be a result of the decreased

atomic density in these grain boundaries, allowing deuterium in the disordered region to be

pushed deeper into the grain boundary compared to the bulk, as can be seen in the wider depth

profiles in Fig. 4.37. A high fluence simulation of 30 eV deuterium incident on the 221 GB was

also carried out (see Fig. 4.38). The ratio of GB:Bulk retention remained consistent even during

etching. This further supports the idea that the increase in retention is not a result of channelled

deuterium at very high depths, as the ratio remains constant even as the material is etched away.

Results from a shorter fluence simulation were also included in this figure which demonstrated

good reproducibility.

The energy of the incident atoms dictates the thickness and time taken for the disordered

region to form, as discussed in 4.3. At high energies, atoms are more capable at displacing carbon,

penetration depth is increased, and a higher proportion of atoms are able to penetrate the surface,

resulting in a thicker disordered layer. The greater disorder means the presence of a grain
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Figure 4.40: The depth of the disordered region of diamond structures bombarded with deuterium
at different energies. The disordered depth was defined as the highest depth at which more than
50 % of atoms were disordered (based off of a deviation of greater than 0.25 Å from atomic planes
in z).

boundary has minimal impact at 100 eV but is more significant for the shallower disorder at

lower energies. Again, this can be seen in Fig. 4.39, which shows an increased deuterium density

across the grain boundary for 10, 30 and 60 eV but not 100 eV. Similar results were collected for

other grain boundaries with the exception of the 111 GB which gave no notable increase across

the grain boundary and very similar retention to bulk regions. This increase in retention is in

good agreement with similar simulations of other diamond grain boundaries [78].

Fig. 4.40 shows the maximum depth at which more than 50 % of atoms were classed as

disordered as a function of fluence. With increasing energy, the disordered region reaches deeper
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into the material as a result of the increased penetration depth. There are also subtle differences

between the different structures tested. The results for perfect diamond closely tracked those

of 111 GB as has come to be expected. Both of these consistently gave the lowest depths across

the four energies tested. The inclusion of 221, 114 and 112 GBs increased the depths the

disordered region reached, with the 221 GB presenting the most notable increase and the other

two displaying similar values. Again, this is thought to be a result of the increase in penetration

depth and space within these grain boundaries. Beyond initial peaks (likely a result of the

method used rather than a point of physical importance) less variation is seen in this data than

the surface height data. The swelling phase of the surface seemingly has minimal impact on

the depth of disorder despite the surface being of greater height. A gradual increase in depth,

presumably as a result of surface etching can be seen towards the end of some of the simulations.

Although not shown, a gradual increase in the disorder depth was seen for the high fluence, 30

eV, 221 GB simulation, confirming the disordered region moves with the etching of the surface

and has a consistent thickness.

Depth profiles presented in Fig. 4.37 highlight a potential limitation of tracking the depth of

the disordered region in this manner. For 10, 30 and 60 eV, the depth of the disordered region

shown in Fig. 4.40 broadly corresponds to upper end of the depth profile presented here. 100

eV simulations are the exception to this. Looking at the depth profile, it might be expected that

the depth of disorder may reach around 20 Å, however the value is closer to 40 Å. The reason

behind this can be seen in Fig. 4.35. For 100 eV, the randomly disordered region (corresponding

to 60 % disordered atoms) does end at around 20 Å as would be expected from the depth profile.

However, the border was taken to be at around 50 Å, where values first rise to close to 100 %

which, as previously discussed, is more likely to correspond to a shift in atomic layer rather than

true disorder. This needs to be considered for higher energy implantations, but the others follow

the expected trend.

Data presented in Fig. 4.41 shows the number of atoms lost from the GB, bulk and full surface

respectively. As carbon can move between GB and bulk regions, these plots have been labelled as

‘lost’, whereas any carbon lost from the full surface must have been sputtered. For low energies,

negative values can be seen for GB atoms, indicating an increase in carbon atoms within this

region. This is a result of carbon atoms from the bulk being pushed into the grain boundary at a

greater rate than carbon was being sputtered from the surface. As the energy increases, this effect

is reduced as the rate of sputtering dominates. Similarly, lost bulk atoms will be a combination of

sputtered atoms and atoms moving into the grain boundary and as such these are consistently

higher than GB lost atoms for an equivalent energy and structure. The sputtering yield for

structures containing a grain boundary are generally slightly higher than perfect diamond. This

indicates that, overall, the presence of most grain boundaries increases sputtering yield despite

the GB lost atoms values being lower than bulk regions due to the movement of carbon between

the regions. The 111 GB gave a sputtering yield closest to that of perfect diamond, although
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Figure 4.41: Lost carbon atoms for simulations of diamond structures containing various grain
boundaries bombarded with deuterium. Legend indicates the grain boundary present. GB/Bulk
atoms lost per incident atom is similar to sputtering yield, but atoms can move into between
regions as well as being sputtered so this is atoms lost from the region. Values for a prefect
structure containing no grain boundary have been included for comparison for all plots.

values lost for the different regions suggest some carbon is still moving into the grain boundary

region.

4.5.3 Summary

The clearest differences between grain boundaries and perfect diamond were seen for repeated

single bombardments on a pristine surface. In these simulations, the 221, 114 and 112 GBs

showed channelling along the grain boundary plane which resulted in high penetration depths

and reduced reflection from the surface. The presence of these grain boundaries also gave space

for interstitial carbon, allow vacancies to form at much higher depths than for perfect diamond.
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There were minimal differences between the 111 GB and perfect diamond due to similarities in

structure.

Channelling effects had limited impact on results from continuous bombardment simulations

due to the formation of a disordered layer, particularly for higher energy bombardment. The

disordered layer blocked channels reducing their effect on both reflection and penetration depth.

For the thinner disordered regions present for lower energy (10 – 30 eV) bombardments, some

effects of the grain boundary were still prominent. Depth profiles showed a small increase in

penetration at the grain boundary, alongside a handful of atoms at very high depths which

travelled down grain boundary channels prior to the disordered region forming. The small

increase in depth at the grain boundary is thought to be a result of the increased space, allowing

more deuterium atoms to be pushed in. As a result of this, greater retention was observed in 221,

114 and 112 GBs at low energies, whilst negligible difference was seen at 100 eV. These grain

boundaries also seemed slightly more susceptible to damage, with disordered regions reaching

deeper into the material at low energy, and the sputtering yield of full surfaces being slightly

higher than that of perfect diamond. Evidence of carbon moving from bulk regions into grain

boundaries was also observed as the disordered region forms.

Overall, it appears that channelling effects arising from a distinct atomic structure dictates

results for a pristine surface, whereas the additional space present in grain boundaries gives rise

to the observations made for continuous bombardment simulations. Different grain boundaries

presented different behaviours, so an understanding of grain boundary distribution would be

required to fully understand their impact on retention and etching. In 4.4, it was noted that grain

boundaries could play a disproportionate role in determining overall diffusion characteristics,

as hydrogen is typically concentrated within grain boundaries. In contrast, bombardments are

equally distributed across an entire surface, so grain boundaries would have to present very

dominant differences to bulk regions to make a significant impact to overall effects. At lower

energies and lower fluences, the distinct effects that arose from channelling are still present

(if diminished) making the presence of grain boundaries more significant. At energies greater

than 100 eV, it seems unlikely grain boundaries would play a significant role in determining

both retention and etching. Although differences were more distinct at low energies, they remain

reasonably subtle and as bulk diamond would make up the vast majority of PC diamond the

overall impact is thought to be low. These observations support the idea that ion damage of the

surface may be the cause of the additional desorption peak observed for PC diamond exposed

to higher energy deuterium ions (see 3.2). Despite simulations suggesting negligible impact

from the presence of grain boundaries, trapping of deuterium for low energy implantation in

3.2 was attributed to grain boundaries. This could be explained by deuterium incident on the

grains diffusing into grain boundaries during implantation - an effect that would not be observed

on the short timescale of simulation but could occur during the 5 hr implantations of physical

sample. Therefore, the preferential trapping of hydrogen in grain boundaries observed in diffusion
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simulations may be important for physical implantations.

4.6 Conclusions

Simulations were carried out in LAMMPS to develop understanding of hydrogen isotopes inter-

actions with diamond. These simulations explored continuous bombardments, repeated single

bombardments and diffusion calculations for diamond of different orientations, structures and

temperatures, and hydrogen isotopes of different masses, energies and incident angles. Results

from simulations offered insight into experimental findings presented in Chapter 3.

Continuous bombardment simulations gave retention results to the same order as experimen-

tal work and the computational work of others [82]. The maximum deuterium depths were well

within the 10 nm limit given by NRA measurements (see 3.2). Limited sputtering was observed

initially, but with increasing fluence a disordered surface region formed resulting in steady state

etching. The thickness of this region was dependant on incident atom energies. At energies

relevant for ITER and fusion reactors, a thickness of order nm could be expected, leaving the vast

majority of the bulk unaffected and the amount of etched material low.

Repeated single bombardments suggested different orientations played a significant role in

reflection, penetration depth, and vacancy formation. These simulations also showed that, at

these low energies, vacancies could only form where there was space for interstitial carbon and

were only observed on the surface or along grain boundaries.

Diffusion characteristics in PC diamond are thought to be significantly impacted by the

presence of grain boundaries, which showed hydrogen trapping and restricted diffusion as a result

of the formation of sp3C-H bonds. Diffusion rates support the conclusion that hydrogen diffusion

was observed at the higher temperatures in experimental work. Despite grain boundaries making

up a relatively small degree of PC diamond compared to the bulk, hydrogen trapping within

them is thought to mean they play a disproportion role in the overall diffusion effect. The same

cannot be said for continuous bombardments of grain boundaries. Although a small increase in

retention and penetration depth was observed, the impact of this is thought to be negligible when

considering the proportion of grain boundary to bulk carbon within a microcrystalline diamond -

particularly for bombardments at ≥ 100 eV. These subtle changes are thought to be a result of the

increased space within grain boundaries, in contrast to the more obvious channelling effects seen

when the disordered region is not present. For the single bombardments of pristine diamond, the

distinct atomic structure present gave clearer differences between perfect diamond of different

orientations as well as grain boundaries. The formation of the disordered layer in continuous

bombardment simulations dampened the impact of variables relating to the atomic structure.
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4.7 Future Work

The work presented in this chapter has aimed to assess a variety of different variables to gain a

broad understanding of diamonds interaction with hydrogen. This approach has offered valuable

insight and developed understanding of experimental work, however, carrying out simulations

that matched experimental work closer could help unpick results further.

The most notable difference between simulation and experimental work is the clusters which

are typically incident in DELPHI and other low temperature plasma sources but have not been

simulated here. An attempt at this was made, but clusters of three deuterium atoms were very

unstable in simulation and would simply break apart prior to impacting the surface during

bombardments. It may be possible, perhaps with use of a different or new potential, to accurately

model D+
3 clusters to explore how the energy of the cluster is distributed between the three

atoms. In 3.2, it was speculated that clusters may split into a single deuterium atom and a pair,

explaining the amount of HD present in TDS data despite the lack of D+ extracted from the

plasma. Further simulation work may be able to support or contradict this theory.

Although cluster simulations are of interest from an experimental aspect, the incredibly

high temperature of a fusion plasma means it will consist almost entirely of single ions rather

than clusters. This increases the relevance of this work, even if simulating clusters could help

bridge the gap between experimental setups and fusion reactors. That being said, simulation

parameters could be adjusted to closer replicate fusion relevant conditions. Performing continuous

bombardment simulations at higher temperatures, as well as simulating dramatic changes in

temperature to mimic plasma instabilities, would be one way to tailor simulations towards more

fusion relevant scenarios. Additionally, the impact of neutron irradiation has not been explored.

Limitations on system size and inability to reproduce transmutation or the quantum interactions

of neutrons means MD is not appropriate for simulating 14 MeV neutron irradiation. However,

there are other ways of mimicking neutron damage in classical MD simulations. The primary

knock-on atoms (PKAs) from neutron irradiation can be simulated by imparting a certain amount

of energy to an atom within the system [219], or damage could be introduced by bombarding

with another species prior to retention simulations. However, the energy of PKAs/incident atoms

would still be restricted by system size. Instead, physical defects present in neutron irradiated

diamond could be recreated to allow the impact of neutron damage to be explored without the

unfeasible system sizes required for high energy bombardment.

Additional steps could also be made to improve the physical accuracy of the diamond struc-

tures. Although grain boundaries were explored, this was limited to four structures due to a

lack of atomic resolution images available in the literature. Expanding this work to additional

structures would give a broader understanding of the expected behaviours of grain boundaries

and PC diamond. As reference throughout this work, CVD diamond is expected to contain high

concentrations of hydrogen within the grain boundaries [90]. Placing hydrogen within grain

boundaries before bombardments may prevent the small increase in retention seen for continuous
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bombardment of grain boundaries. Incident atoms may also be able to remove loaded hydrogen,

which could act to contaminate/cool the plasma in the context of fusion reactors so would need to

be assessed. Lastly, it would be interesting to explore diffusion characteristics of the structures

post bombardment, as retained deuterium may diffuse deeper into the material or simply be lost

from the surface.
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5
DESIGN, ASSEMBLY AND TESTING OF A NEW LOW ENERGY ION

SOURCE

Up to this point, experimental work had revolved around exposing diamond samples to

low energy deuterium ions in order to evaluate retention. These experiments had been

carried out in DELPHI (Device for Exposure to Low energy Hydrogen Isotopes) at the

Culham Centre for Fusion Energy (CCFE) - a setup designed to perform such tests. Results

from this facility can be seen in Chapter 3, and an overview of the setup in Chapter 2. DELPHI

underwent an upgrade process to allow tritium implantations to be carried out along with the

previously used deuterium, leading to a shutdown period of over two years and severely impacting

the experimental work possible. Driven by this, and the desire to be able to carry out retention

experiments on site, the decision was made to develop a new experimental setup to carry out

similar experiments in the University of Bristol CVD Diamond Lab. This chapter outlines the

design, assembly and testing of ExTEnD (EXposure To low ENergy Deuterium).

The author would like to acknowledge and thank the following people for their contribution to

this work. James Smith (Uni. of Bristol) offered his guidance, technical knowledge and practical

assistance throughout every aspect of this build. Dan Faircloth (UKRI), Olli Tarvainen (UKRI)

and Marco Schippers (PSI) provided advice surrounding ion optics and biased sample stages.

Technical information regarding the design and operation of DELPHI was supplied by Ant

Hollingsworth (CFS) and James O’Callaghan (UKAEA). The mechanical and glass workshops

made the custom parts required for this build. TDS measurements were performed by A. Zafra

(Uni. of Oxford), who also discussed results with the author.
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5.1 DELPHI

DELPHI (see 2.2) was constructed with the aim of exploring retention mechanisms in potential

PFMs and other fusion relevant materials. As discussed in Chapter 1, retention of hydrogen

isotopes (particularly tritium) is a huge challenge facing the success of commercial fusion. This

facility is one of a broad variety of setups used to explore retention in fusion materials, including

ions beams [220] and linear plasma devises [221], plasma ion extraction [120, 192, 222], plasma

submersion [224] and gas permeation at elevated temperature/pressure. Ion extraction setups

(such as DELPHI) typically offer the greatest control over implantation conditions, allowing low

energy implantations at reasonable fluences without submersion in the plasma. From the outset,

the goal of this facility was to perform tritium implantations, which significantly complicated

the setup due to the notable challenges surrounding safe tritium handling. From an operational

standpoint, the biggest challenge this introduces is the requirement for the entire setup to be

housed in a glove box. Using tritium also places restrictions on many aspects of the design, from

the materials that can be used to the gas flow systems. As ExTEnD will exclusively be used with

deuterium, many of these features can be negated, significantly simplifying this new setup. The

backbone of DELPHI consists of three main components: a plasma, an ion extraction system and

a sample stage. Any equivalent system must include versions of each of these components.

5.2 Context and Aims

Once it became clear that completing the planned experiments in DELPHI was unlikely, al-

ternatives were explored. Initially, established facilities were considered. This included both

plasma-based sources such as DELPHI and more traditional ion beams. Although ion beams can

carry out deuterium implantations, typically, they operate at ion energies too high to be relevant

for plasma facing component applications. Setups more similar to DELPHI were contacted, but

access to these was not possible.

It was then considered that, by replacing the H2/CH4 gas mixture used for diamond growth

with D2, many of the CVD diamond reactors in the lab could be used to strike a deuterium

plasma. If the ion optics and sample stage could be housed within the chamber, one of these could

make a viable alternative to DELPHI. The reactor of particular interest was the largely unused

pulsed deposition reactor (PDR, see 2.1.2), in which a plasma is formed via an electrical discharge

between two molybdenum electrodes. Compared to the other reactors, the large size of the PDR’s

chamber offered the best potential to house the additional components.

Ultimately it was deemed unfeasible to adapt the PDR in this manner. Despite the chamber

being one of the largest in the lab, the main problem was trying to fit the ion optics and sample

stage into the chamber. The PDR was designed to be run at relatively high powers (up to 3.5 kW)

and as such required additional considerations such as water cooling, which limits space within

the chamber. The deuterium plasma in DELPHI is a far lower power (around 50 W), making
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many of the PDR’s design features excessive for the planned experiments. The PDR’s electrodes

are also mounted vertically, meaning the ion optics and sample stage would have to be mounted

on the side of the chamber rather than more logical position at the bottom. Furthermore, the

chamber only has one 6" mounting flange, currently used as a viewport. To adapt this reactor,

this one port would need to be used to mount all the additional components (viewport, sample

stage, ion extraction system and required feedthroughs) which would have been very challenging.

Lastly, the chamber was covered in carbon residue and would need to be thoroughly cleaned to

avoid contamination.

Instead, it was decided the best approach was to design and build a dedicated ion implanter.

The new setup was to operate in a similar manner to the PDR (creating a plasma via electrical

discharge) even sharing the same power supply, but with the addition of a sample stage and ion

extraction system. This maintains the simplicity of a discharge plasma, whilst the separation

between plasma and sample prevents heating, and allows for better control over ion energy and

more accurate fluence estimation. Several iterations and designs were considered prior to the

final design being reached. The following sections will outline the design considerations which

led to this final design. There were three main targets of this setup:

1. Maximise ion current - In order to ensure a good fluence can be reached in reasonable

a time, the ion current incident on the sample must be maximised. Ideally, an exposure

time of six hours or less would result in detectable levels of implanted deuterium. Under

standard operating conditions, DELPHI could achieve a flux of approximately 3.0×1017 D

m−2 s−1, resulting in fluence of at least 5.5×1021 D m−2 [120] during a five-hour exposure

possible in working day. Ideally, this setup would be able to reach similar fluences to

DELPHI.

2. Energy selection - Results presented in Chapter 3 showed ion energy plays an important

role in retention mechanisms. As such, having some control over ion energy is important to

maintain in this new setup, especially if results are to be compared to DELPHI. For fusion

applications, low energy ions are of particular interest, DELPHI typically operated at an

ion energy of a few hundred eV to ensure measurable amounts of deuterium could still be

implanted in a reasonable time.

3. Current measurement - An accurate estimation of fluence hitting the sample will be

key to evaluating retention. In DELPHI, ion current on the area surrounding the sample

combined with knowledge of the beam divergence was used to estimate the fluence incident

on the sample.

DELPHI had some additional features which were not possible to include in the new setup. Firstly,

DELPHI’s sample stage could be cooled or heated to vary the stage temperature from 4 to 450◦C
[120]. Although heated sample stage would be fairly straight forward to include, this was not

deemed necessary at this point due to limited time and the fact that all previous implantations
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were carried out at room temperature. Similarly, continuous temperature measurement was not

thought to be required, as large increases in temperature were not expected from the low power

plasma.

The new setup will also neglect accurate characterisation of extracted ions, which are likely to

be a combination of D+
3 , D+

2 and D+. For a setup similar to DELPHI [192], the former dominated,

giving an average of 2.96 deuterium atoms per incident ion (as determined using an energy

resolving mass spectrometer). Due to the similarities in the setup, the same value was used for

DELPHI without additional measurement [120]. This value impacts both the current to fluence

conversion and the estimated average energy per deuteron. Manhard et al. [192] also demon-

strated variation in extracted ion composition as a result of microwave power and deuterium gas

pressure, suggesting there could be a small deviation from the 2.96 value for this new setup, as

both the operating pressure and plasma striking method differ. Nevertheless, it is still likely that

D+
3 would dominate, as this is formed via the ion-molecule reaction

(5.1) D+
2 +D2 →D+

3 +D,

which is particularly prevalent for low temperature plasmas and higher pressures [192] as would

be the case for the new setup. As such, in the absence of a method for accurate characterisation,

it seems reasonable to apply the same 2.96 value assumed for DELPHI. Ultimately, this will be a

limitation on any conclusions that can be made regarding total retention and exact ion energy.

However, using TDS to analyse samples gave total retention as well as insight into retention

mechanisms, allowing this setup to provide information of interest. Furthermore, for this and

similar setups, fluence is ultimately an approximation based on ion current. As such, small

variations in the cluster size should not impact the ability to compare inventory values to other

setups with similar conditions.

5.2.1 Design Considerations

5.2.1.1 Striking Plasma

For simplicity, the new setup still relies on electrical discharge to strike a plasma within the

chamber in a similar manner to the PDR. A microwave source would be preferable from an

operational point of view and was used in DELPHI as part of a SPECS ion source. The ion source

is a commercially available component, consisting of a microwave source, a small plasma chamber

with a magnetic quadrupole and ion optics (see 2.2). This ion source allowed for low operational

pressures (of order 10−3 mbar) - decreasing the likelihood of ions being neutralised or scattered

as they travel to the sample.

Use of microwaves was deemed unfeasible due to the significant cost and complexity such a

setup would entail. Using an electrical discharge is a much simpler method, and meant the power

source from the PDR could be used. This power source is not only capable of the high voltages

required to strike a plasma but, as a pulsed power supply, offers arcing suppression. If the power
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Figure 5.1: Figure taken from [225]. Paschen curves for H2 and D2 obtained using voltage ramp
(VR) and low current limit (LCL) methods. Data from other studies [226–230] is also presented.

supply detects the high currents characteristic of an arc, it will skip subsequent pulses until the

lower current, typical of a plasma discharge, resumes.

5.2.1.2 Arcing and Operational Pressure

As the plasma is formed via an electrical discharge between electrodes, the challenge is avoiding

secondary discharges in other regions of the chamber. The breakdown voltage of a gas, VBR , is

well described by its Paschen curve, which shows how VBR varies as a function of pressure, p,

and distance, L. Generally, Paschen curves are plotted on a log-log plot, and consist of a linear

region at high pL, a minimum VBR typically found at a pL of 1–10 Torr cm and a steep region

where low pL results in very high breakdown voltages as shown in Fig. 5.1. This behaviour can

be explained by considering the avalanche breakdown that is required for a discharge plasma

to form. Also known as a Townsend discharge [231], free electrons in the gas accelerated by the

electric field collide with other gas molecules resulting in the production of more free electrons.

This results in an avalanche multiplication leading to more and more free electrons and ions,

ultimately resulting in a glow discharge. No discharge will occur if the electric field is insufficient

to cause the ionisation of other atoms from these collisions. For pL greater than the Paschen

minimum, increasing pL results in a reduction in electron’s mean free path - making it small in

comparison to the electrode gap increasing the number of collisions it experiences. Each collision

will randomise the direction of travel and result in an energy loss of the electron, making it

less likely it will have sufficient energy to ionise other atoms and reducing the likelihood of
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the avalanche. Therefore, a smaller pL results in a lower VBR . This decrease is only true up to

the Paschen minimum, below which the electron’s mean free path is long in comparison to the

electrode gap and is unlikely undergo a sufficient number of collisions to give the avalanche,

resulting in a sharp increase in VBR at low pL.

The pressure used in the PDR is dictated by both the pressure required for diamond growth

and the pressure which results in an achievable VBR across a gap of order a few centimetres.

Typically, around 10 Torr would be used with an electrode gap of 5 cm, a striking voltage of 15

kV is more than sufficient. In order to prevent a plasma discharge to the grounded chamber, a

quartz tube is used to insulate the high voltage electrode to try and ensure only discharge occurs

to the grounded electrode (the anode). At these pressures and distances, the pL value is above

the Paschen minimum and at the bottom of the linear region. This ensures a plasma discharge is

achievable whilst remaining predictable as the discharge should occur at the shortest distance to

ground. At low pL, this is not the case, and plasma discharges will preferentially occur at longer

distances making it very challenging to predict where it will happen.

The low operational pressure of the microwave plasma in DELPHI not only increases ion

current, it also effectively eliminates concerns over arcing. Although DELPHI had no high voltage

electrodes, there is still a significant potential difference present between screen and extraction

grids in the ion optics (used for ion extraction) across a small gap of approximately 1 kV across a

1 mm gap. However, concerns of arcing are negligible, as the VBR value would be huge for any

reasonable distance at this low pressure. Under similar conditions, only low pressures could

be used to avoid arcing between the grids. Low pressures are also preferable in the new setup

in order to maximise ion current incident on the sample. However, as gas ionisation between

the electrodes is still required to strike the plasma, a pL must be selected at which this is still

feasible.

5.2.1.3 Ion Optics vs biased stage

Ion optics, as used in DELPHI, are a series of charged grids used to extract ions from a plasma

with energy selection (see 2.2) and are used for a variety of applications from synchrotrons to

thrusters for small space craft. From the outset, design and successful implementation of the

ion optics was known to be a significant challenge. In part, this was due to the large number

of parameters that would need to be determined to ensure the ion optics performed as desired.

Distances from the plasma to the ion optics and from the ion optics to the sample would need to

be decided, as well as grid separation, aperture size and operating voltage for both screening and

extraction grids. Careful selection of all of these parameters is required to maximise ion current,

have effective energy selection of ions, and avoid arcing between grids, from the electrodes to the

grids or from the grids to the chamber. Optimisation of ion optics is commonly done with the aid

of simulation packages such as IBSimu [232] or SIMION [233]. The former was used to gain an

understanding of how varying different parameters impacted the resulting ion beam (an example
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Figure 5.2: An example of an output from an IBSimu [232] simulation of an aperture which could
be used in ion optics. Blue blocks represent the grids used in ion optics, cylindrical symmetry
conditions have been applied, meaning these blocks effectively become the material surrounding
an aperture. For this simulation, the screen grid (far left) has a voltage of 620 V, the extraction
grid (middle) is at -410 V and the deceleration grid (right) is grounded. Equipotential lines (green)
are shown, and colour bar gives plasma density.

plot can be seen in Fig. 5.2). Although this was helpful for developing understanding of ion optics,

it was very challenging to find a starting point from which to work from with so many potential

degrees of freedom.

Ion optics are typically used when the form of the ion beam (divergence, ion energy etc.) is

of particular importance, or if total separation of plasma and ion is required. As this setup was

simply designed to perform low energy implantation of deuterium ions, no such limitations are in

place, and the aim was to reach a moderate fluence of deuterium at a low energy. Furthermore, at

the moderate pressures used in this setup, the large potential differences and small separation of

the grids raise significant concerns of arcing.

Instead, a far simpler approach was used in the final design. Applying a negative bias to

sample stage would extract the positive deuterium ion clusters from the plasma at an energy

dictated by the magnitude of the bias. Additionally, this design removed any major concerns over

arcing and was far more feasible in the time frame available. A grounded grid above the sample

could also be included to act as a reference potential (improving the energy selection) with ion

energy given by the potential difference between the grounded grid and the sample stage. Use

of a biased stage removes many of the optimisation and arcing concerns surrounding the use of

ion optics, and means only the stage bias, stage height and gas pressure need to be considered.

The stage bias will largely be dictated by target ion energy, whilst stage height and pressure can

be adjusted to maximise ion current whilst avoiding arcing and excessive heating. Other glow

discharge setups have also used a biased stage for ion extraction [222].

As described, the biased sample stage behaves similarly to a Langmuir probe - a plasma

diagnostics instrument in which a biased metal probe is inserted into the plasma and the

current response is used to determine electron temperature and other plasma characteristics.

The polarity of the applied bias influences the species collected, with a positive bias increasing

incident electrons and a negative bias increasing incident ions. The current required to maintain

a bias on the stage can be measured with an ammeter in series between the stage and DC voltage
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supply. With a negative bias, positive ions will be preferentially attracted to the stage resulting in

a build-up of positive charge. In order to maintain the negative setpoint bias, a negative current

is required from the power supply. Therefore, a negative current reading is a measurement of ion

current incident on the stage and can be used to estimate the ion fluence on the sample.

Arcing between the powered cathode and the sample stage is unlikely as both are negatively

charged, and the distance is greater than the electrode separation. Again, this is in contrast to

an ion optics setup in which the grid closest to the electrode is the positively biased screen grid,

greatly increasing risk of electron flow from the electrode to the grid. Although the inclusion of

a grounded grid improves ion energy selection, the additional height and lack of negative bias

would also increase the likelihood of electron flow and arcing. Decreasing the height of the sample

stage could overcome this but at the cost of ion current, meaning the potential benefits of the grid

could be outweighed by the disadvantages.

5.2.1.4 Gas Flow

DELPHI had two gas flow modes: once through and recycling. In the former, gas is simply passed

through and pumped out, whilst the latter the gas is recirculated and has impurities removed

- this is required for operation with tritium. As tritium is never to be used in this setup, there

is no need to recycle the gas and flowing gas once through the system is the simpler choice.

A once through method must match the gas flow in and out to maintain a constant pressure,

usually with a mass-flow controller (MFC) and needle valve as is used in the hot filament CVD

reactor. The main advantage of this method is consistent operating conditions and removal of

contaminants. The pressure will remain constant throughout the exposure with no drop off

with time. A static flow or fixed volume method can also be used for a once through system as

is commonly done to reduce wastage of high value gases. In this simple method, gas fills the

chamber to the required pressure and is sealed off, resulting in a fixed amount of gas within the

reactor. Using a static flow will reduce gas wastage but could result in a build up of contaminants

if significant sputtering/etching of the sample or components occurs for sustained runs. Due

to the large volume of the chamber and expected low temperatures, no significant drop off in

pressure would be expected in this setup, so it was designed to operate as a fixed volume for

simplicity and to reduce deuterium wastage. If required, this could be updated at a later date

with the inclusion of a MFC and a needle valve.

5.3 Design

The main chamber in the final design consisted of a large ConFlat DN160CF (8") tube with two

DN40CF (2.75") ports and one DN63CF (4.5") as seen in Fig. 5.3. The 8" top port is used for a

large Kodial window to ensure plasma sample alignment and monitor the plasma. The 4.5" port

and the 2.75" port aligned opposite to one another were used to mount grounded and powered
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Figure 5.3: Diagram of ExTEnD with key parts indicated, as viewed from the back of the implanter.
A Penning gauge and Baratron were used for low pressure and operating pressure measurements
respectively. The outlet valve separates the main chamber from turbo and scroll vacuum pumps.
Additional valves and gauges not shown were present to control the flow of gas into the chamber.
The high voltage supply for the powered electrode, was bolted directly onto an external face
(labelled ‘High Voltage Mount Point’), hence a PTFE cover was required for safety. The sample
stage is biased, (supplied through the ‘Sample Stage Feedthrough’). Sample stage is shown with
grounded grid in place above the sample, this can be removed.
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electrodes respectively. The port for the powered electrode used a 30 kV ceramic break to isolate

the high voltage flange from the grounded chamber. The powered electrode mount is attached

to a 2.75" blanking flange. A high voltage is applied to the external face of this blanking flange

making this end live, as such, a large PTFE cover is used to cover the blanking flange and the

ceramic break. The grounded electrode goes through the gas inlet flange, which allows gases into

the chamber for filling and venting. A three-way Swagelok valve (not pictured) was mounted onto

the gas inlet tube and ensures there is no direct line from the gas cylinder to atmosphere.

Three pressure gauges were used in conjunction to accurately measure different pressure

regimes. During operation, a Baratron gauge accurate from 0.1 – 100 Torr was used to monitor

chamber pressure (referred to as the ‘operating pressure gauge’ in Fig. 5.3). In these gauges, a

metal diaphragm is adjacent to a fixed dual electrode [234]. The diaphragm deforms from changes

in pressure, resulting in a change in capacitance between this and the electrode which can be

measured to determine the pressure. The major advantage of this style of pressure gauge is its

accuracy is independent of the type of gas being measured. This is in contrast to Pirani gauges,

which rely on the variation thermal conductance of the gas at different pressures [235]. As such,

scaling factors must be applied to ensure accuracy for different gases. A Pirani gauge was used

downstream of the turbo to monitor the backing pump as, typically, this will be used to measure

air when pumping down. Finally, a Penning gauge was used to measure high vacuum (down to

10−8 Torr) to ensure adequate vacuum has been reached between runs. These gauges rely on

ionisation of gas molecules to induce a current, the measurement of which can be used to infer

the pressure [235]. This was attached via a 2.75" cross to the last 2.75" port (‘low pressure gauge’

in Fig. 5.3), situated perpendicular to the electrode ports. The other two ports on this cross are

connected to a manual inline valve (going to the vacuum pumps) and a secondary viewport.

The final 8" port at the bottom is used to mount the sample stage. Here, an 8" to 2.75" adaptor

was attached to a 2.75" tee which the sample stage assembly protrudes through and into the

main chamber. A feedthrough was mounted to the side port of the tee and was used for current

measurement and biasing of the sample stage. The sample stage can be accessed by removing

the tee.

Tabs welded on the bottom 8" flange were used to mount the chamber to a trolley. The height

of the trolley is approximately 120 cm, making it easy to look through the main viewport at the

top whilst still possible to remove the bottom tee for sample mounting and stage adjustment. Both

scroll and turbo vacuum pumps were mounted to the trolley below the implanter. The former was

simply mounted directly onto aluminium struts at the bottom of the trolley via rubber mounts in

an attempt to minimise vibrations. The turbo vacuum pump was mounted just above this on an

aluminium plate cut to size with drill holes to allow for direct mounting.
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Figure 5.5: A - Components for electrode mounting, including the two tungsten electrodes (i),
collets and mounting screws (ii), the powered electrode mount (iii) and the grounded electrode
mount (iv). B - Tungsten electrode within collet. C - Electrode and collet secured into the grounded
electrode mount using the access hole and 5 mm hex key.

5.3.1 Electrodes

Electrodes consisted of two �10×72 mm tungsten rods. Tungsten is commonly used as an

electrode material due to its strength and resilience to sputtering. Electrode mounts were

machined from a single piece of stainless steel (see Fig. 5.4) and consisted of a mounting plate

at the base and a hollow tube with a lip near the top. Above the lip is an 18 mm inset, the

diameter of which was a slip fit for the collet used to affix the electrode to the mount (see Fig. 5.5).

Tightening the screw into the collet causes it to compress around the electrode offering a secure

fit, whilst maintaining parallel electrode faces and avoiding the need alter the brittle tungsten.

For this to work, the internal surface at the tip of the electrode mount was angled to 14◦ to match

the angle of the collet. The length of the electrode mounts was selected to give a 25 mm electrode
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Figure 5.6: A - Powered electrode assembly. B - Grounded electrode assembly (i) with enlarged
image showing the spacers used to maintain gas flow (ii).

A B
Figure 5.7: A - The open end of the PTFE cover with securing bolts which overlap with the flange
to prevent the cover from being removed unintentionally. B - The closed end of the cover with
cable gland for high voltage supply to the electrode. The cable gland pictured was later replaced
with a larger, M25, gland.
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gap. Spacers can also be used to decrease this gap to 15 mm if desired.

The hollow tubes of the electrode mounts have various venting holes to promote gas flow

during pump down. The high voltage electrode was mounted directly onto a tapped, 2.75" blanking

flange with six vented M4 bolts (shown in Fig. 5.6A). As seen in Fig. 5.6B, the grounded electrode

used spacers to add separation from the base plate and the flange. This, as well as additional

venting holes in the base plate, acts to promote gas flow particularly around the pressure gauge

and gas inlet. Again, this was mounted with six M4 bolts threaded into the 4.5" to 2.75" adaptor

flange.

As the blanking flange used to mount the powered electrode would be live during operation,

a cover is required for safety. For this, a �100 mm PTFE tube with a �72 mm cavity was used

to cover the 2.75" (�69.9 mm) blanking flange and the ceramic break. Screws going through

tapped holes in the cover protruded the far side of the grounded flange of the ceramic break and

prevented it from coming off unintentionally (see Fig. 5.7A). A M25 tapped hole in the covered end

allows a cable gland to be threaded straight into the cover (see Fig. 5.7B) and a secure connection

for the high voltage power supply to the electrode.

5.3.2 Sample Stage

There were several key considerations surrounding the sample stage beyond offering a secure

mounting for the sample. The separation between plasma and sample stage impacts incident ion

current, the likelihood of a secondary plasma discharge forming on the stage, and the temperature

of the sample. As such, the sample stage assembly was designed to allow the height to be adjusted.

A bias was also required on the top of the sample stage to extract ions from the plasma, as well

as a way to measure current for fluence estimation. Therefore, the top of the sample stage needed

to be electrically isolated from the sample stage mount. Lastly, the option for the inclusion of

a grounded grid was incorporated into the design for better ion energy selectivity. All of these

points were addressed with the following design.

The different components of the sample stage can be seen in Fig. 5.8 and Fig. 5.9. The

baseplate was machined from one piece of stainless steel and consisted of a �28×5 mm disc with

a 100 mm M10 threaded rod protruding out of the bottom. This threads into the sample stage

mount, which takes a similar form to the high voltage electrode mount - a long stainless steel

tube mounted to a 2.75" blanking flange by six M4 bolts. Again, venting holes were added along

the length of the tube to avoid restricted gas flow. The top 50 mm of the internal of this tube is

tapped. To adjust the height, the sample stage can be screwed in or out and secured in place with

the locking nut. This design was simple and effective, but meant it was not possible to adjust the

height during operation or under vacuum, and the sample stage must be removed to do this. This

compromise was deemed acceptable as height adjustment was not expected to be required once

standard operating conditions had been established.

Four M4 clearance holes were added to the base plate to allow the mounting of the insulating
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Figure 5.8: Cross section of sample stage assembly.

block. The block was made from MACOR - a machinable ceramic material, which isolates the

biased sample stage from the grounded base plate. Tapped M4 holes in the base of the block allow

it to be mounted to the base plate with ceramic bolts1. The block is �30×20 mm, this thickness

alongside the slight overhang compared to the base plate and sample stage was designed to

prevent arcing. Additionally, a �28×2.5 mm recessed region was made for the sample stage to

sit in, again reducing the likelihood of arcing from the edge of the biased stage.

The stage itself consisted of a sample plate and window plate (see Fig. 5.10ii and iii/iv

respectively), both of �27 mm and a combined thickness that ensured a good fit in the recessed

region of the block. The sample plate has a thickness of 2 mm, with a square 11×11 mm2, 1 mm

recessed region in the centre to accommodate 10×10 mm2 samples. The window plate is used

to secure the sample to the stage and give a defined implantation area. In the centre there is a

1The design was initially for these to be vented stainless steel bolts, but during machining of the block, these holes
met with the holes to secure the window plate above (see Fig. 5.8). Therefore, ceramic bolts were required but vented
was not, as the bolts from above were vented stainless steel.
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A B C D

Figure 5.9: Assembly of the sample stage. A - Sample stage mount secured onto 2.75" blanking
flange. B - Base plate with locking nut added. C - Insulating block, sample plate, and sample
window added, full assembly without grounded grid. D - Full assembly including grounded grid.
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Figure 5.10: Sample stage components. i - Insulating block, machined from MACOR. ii - Sample
plate, 11×11 mm inset region for sample. Window plates for securing sample within sample plate,
8×8 mm2 exposure area with (iii) and without (iv) additional holes for grounded grid mounting.
v - Insulating rods for grounded grid. vi - Grounded grid plate.
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square 8×8 mm window, ensuring a 10×10 mm2 sample will always have the same exposure

area even if there is some lateral movement in the inset region. A laser cutter was used to cut

out window plates from a 0.2 mm thick tantalum foil and meant different window sizes could

easily be made for different samples. The window plate was secured to the block via four vented

M3 bolts. To load and unload samples, the 2.75" tee at the bottom of the setup is removed and the

sample stage assembly is withdrawn from the base. The window plate can then be removed, the

sample placed in the inset of the sample plate, and the window plate reattached to secure the

sample.

The optional grounded grid consists of 19 �1.95 mm holes separated by 2.5 mm in a �28×0.2

mm tantalum plate, with four M3 clearance holes around the edge. Again, this was made using a

laser cutter. The grid also must be electrically isolated from the sample plate, which is achieved

via four �6×25 mm MACOR rods. These go through the sample and window plates and slot into

�6×5 mm recesses in the block. M3×30 mm bolts go through holes in the grounded grid and

the centre of these rods into tapped holes in the insulating block below the recess. Additional

venting holes were added perpendicular to these as vented M3 bolts of this length are not readily

available.

5.3.3 Gas Supply

For retention experiments, ExTEnD is run with deuterium, as this can be distinguished from

hydrogen impurities common within diamond. To supply the deuterium, a small, double ended,

500 ml cylinder was mounted next to the implanter and refilled as required. One end was

connected to the chamber, whilst the other is used for refilling. Despite the modest volume, this

cylinder was more than sufficient to perform repeated runs without the need to refill, as the

canister can be filled up to 1-3 bar and operating pressure is roughly three orders of magnitude

lower.

Initial tests were performed with hydrogen gas as this is more readily available, this was also

supplied via the 500 ml cannister. The cannister has its own pressure gauge to give an indication

of the amount of gas remaining. A series of valves separate the cylinder and the chamber. This

allowed incremental filling of sections of tubing to add small amounts to the chamber at a time

due to the lack of accurate flow control.

5.4 Assembly

5.4.1 Electrode Alignment

Upon putting together the electrode assembly and mounting them onto the main chamber,

significant misalignment between the two electrodes was observed as shown in Fig. 5.11A. It

was not the electrode mount or the ceramic break causing this off angle, but the port of the

chamber itself. As with some of the other components used in this build, the main chamber was
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Figure 5.11: A - Electrode misalignment due to the port used for the powered electrode (right)
being off angle, view from top (i) and side (ii). B - Realigned electrodes from top (i) and side (ii).
C - Shims used on the base of the powered electrode mount to correct port misalignment.

not new, and its history and previous uses were largely unknown2. On closer inspection, it seems

ports had been added to the chamber, as there was evidence of a sketched-out position for an

additional port on one of the sides. The port used for the powered electrode was, deliberately

or otherwise, at a slight off angle of approximately 1◦. Such a discrepancy was challenging to

see with the naked eye but, due to the length of the powered electrode, became apparent on

assembly with a misalignment of approximately 3–4 mm. This degree of misalignment was

unacceptable for the intended use. Misaligned electrodes would result in the shortest distance

between the electrodes being at an edge, resulting in a smaller plasma and increasing the risk of

sputtering of the electrode. To correct for this, shims were placed between the blanking flange

and the electrode mount. Shimming material of different thicknesses were tested to determine

2Although some components were not new, all were in good condition and were sandblasted and chemically cleaned
before use to minimise potential contaminants.
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Hydrogen in To air
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Figure 5.12: Piping and instrument diagram of the implanter setup. Valves are labelled ‘V1’ to
‘V8’, pressure gauges ‘G1’ to ‘G4’, and vacuum pumps ‘P1’ and ‘P2’. V7 is a three-way valve which
has two positions ‘A’ and ‘B’, gas flow of these positions are indicated below the V7 label. P1 was a
turbo pump and P2 a dry scroll pump. G1 - Analogue gauge to measure gas cylinder pressure,
G2 - Baratron (1 – 100 Torr) to monitor pressure during operation, G3 - Penning gauge for low
pressure readings when pumping down, G4 - Pirani gauge to monitor scroll pump when pumping
air.

the desired thickness of 25 µm, which was in agreement with estimations made beforehand. A

more permanent solution (as shown in Fig. 5.11C) was made using the shim material and adding

a bolt hole to ensure the shim remained in place. The realigned electrode can be seen in Fig.

5.11B.

5.4.2 Initial Assembly and Pump Down

Once fully assembled, an initial pump down was carried out. Initially, the gas cylinder was

disconnected and only the main chamber was evacuated. Left overnight with the turbo running,

a pressure of order 10−7 mbar was achieved, indicating no significant leaks were present and the

pumps were operating as expected.

The system was then vented and the gas supply assembly connected. The complete system

was then pumped down to 10−2 mbar using the scroll pump. All valves between the main chamber

and gas cylinder were then closed. The turbo was turned on, and once a sufficiently low pressure

( 10−6 mbar) was reached, valves were opened one at a time to incrementally reintroduced

sections and check for leaks. Due to the small diameters of some of the gas connections this took

longer to pump down, but over a weekend achieved a base pressure of 10−8 mbar. Although the

operating pressure is a lot higher than this, being able to reach this low base pressure indicates a

relatively clean and well assembled setup devoid of leaks.
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5.4.3 Hydrogen Fill Test

Prior to the first plasma strike, a fill test was performed to find the best method to reach target

pressure within the chamber. Fig. 5.12 shows a simplified piping and instrument diagram of the

setup and will be referred to throughout this chapter. Firstly, V1 was attached to an existing

hydrogen gas line and the vent on the scroll pump was attached to the ventilation within the

lab. Opening the valves to and from the gas cylinder (V1 – V6 open, V7 position A) the setup and

gas line was pumped down. Due to the long length of the hydrogen gas line and the minimal

conductance of the small diameter tube, after two hours with the turbo pump on, a pressure of

10−3 mbar was achieved. Closing the valve between the gas cylinder and hydrogen line (V1) saw

the pressure rapidly drop, indicating there was no leak in the main system.

Once pumped down, the gas cylinder was closed off from the main chamber by closing V2 –

V4. The gas line and cylinder were then filled with hydrogen gas to a pressure of 1.3 bar (the

pressure of the gas line). V1 was then closed and hydrogen that remained in the gas line was

pumped out using a different pump attached to another part of the gas line (in this case, the

undoped microwave CVD reactor). V5 was then closed.

Due to the lack of MFCs or needle valves, care is required when filling the chamber to desired

pressure. The series of valves between the cylinder and the chamber (V2-V4) allow for small

volumes to be filled one at a time in an attempt to make this process easier. For example, with V3

and V4 closed, V2 can be opened, allowing hydrogen at close to 1.3 bar to fill the piping between V2

and V3. V2 can then be closed, opening and closing V3 then fills a small volume of tubing between

V3 and V4. Opening V4 and allowing this gas volume into the chamber corresponded to an

increase in chamber pressure of around 0.5 Torr allowing for incremental increases. Alternatively,

a more gradual increase is possible by partially opening V4.

The chamber was filled to approximately 2 Torr as, at the time, this was thought to be around

the expected operating pressure. With V3, V4, V5 and V8 closed, the chamber was then left as a

leak test. Over three weeks, the chamber showed no measurable change in pressure indicating a

sufficiently good seal had been achieved.

5.4.4 Power Supply and Interlocks

As the power supply for this setup need to be shared with the PDR, a solution was required to

allow the connections to be swapped easily and safely. To do this, a metal box housed a socket to

which the output of the power supply was connected. High voltage cable could then be directly

connected to the powered electrode of both ExTEnD and the PDR. A plug on the other end of

these cables could then be connect to the power supply when in use. Fig. 5.13 shows the cable

with plug connected to the setup.

Various interlocks were required to minimise the risks surrounding the high voltage power

supply. The first interlock was on the door of the cabinet that housed the power supply, which

turns off the power supply if the door is open. As the socket box is to be mounted within the
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Figure 5.13: High voltage power cable connected to the high voltage electrode through a cable
gland in the PTFE cover. Blue wire is grounded and connected directly to the body of the chamber.
The other end of the wire has the high current high voltage MIL-spec plug used to connect to the
PDR power supply.

cabinet and the power supply cannot be on whilst the door is open, it is not possible to tamper

with the plugs or socket with the power supply on.

Another consideration was the grounding of the setup. As there are multiple power supplies

and pieces of equipment connected to the mains, there is the potential for numerous different

grounds. This is in part a safety concern, as considerable potential differences can be present

between two grounded items but also could impact ion current measurements. As such, a common

ground was implemented between all equipment across this setup and the power supply.

5.4.5 Sample Stage Mounting

The sample stage assembly was mounted through the straight section of a 2.75" tee as shown

in Fig. 5.14. A high-voltage vacuum feedthrough was mounted to the side port of the tee and

connected to the top of the sample stage via a Kapton coated wire. Additional Kapton tape was

also used around the crimp mount on the wire to prevent any possible arcing. Excess cable was

put within the tee to allow for removal of the sample stage as well as height adjustment. For

initial measurements, the height was adjusted to be around 4 cm below the centreline of the

electrodes and mounted to the chamber (3.5 cm shortest distance). To apply a stage bias and take
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Figure 5.14: Sample stage assembly during mounting to 2.75 " tee. Kapton coated wire connected
to the top of the sample stage supplied bias and measure stage current. Wire was connected to a
vacuum feedthrough mounted to the port on the left of the tee.

stage current readings, a 250 V DC voltage supply was connected to the feedthrough, with an

ammeter in series between the power supply and stage.

5.4.6 Quartz Tube

The �30 mm quartz tube that surrounded the powered electrode was a snug fit for the �31.75

mm internal of the ceramic break. It was hoped the tight fit would be sufficient to keep the tube

in place, and no additional mounting would be a required. However, due to the length of the

quartz tube, the tube tilted downwards a very small amount towards the inside of the chamber.

Although barely visible, the vibration of the scroll pump resulted in the gradual shifting of the

tube towards the centre of the chamber. This was a very slow process, but after a week the tube

was obscuring the end of the mounted electrode. To avoid this problem, a �33 mm flare was

added to one end of the tube (see Fig. 5.15). At this diameter, the end of the tube becomes caught

on the ceramic - preventing it from sliding forward.

151



CHAPTER 5. DESIGN, ASSEMBLY AND TESTING OF A NEW LOW ENERGY ION SOURCE

Figure 5.15: Flared end of the quartz tube, required to prevent tube gradually sliding out of
position.

Table 5.1: The range of variables used in testing of the new implanter. Combinations of the
conditions below were selected to explore trends.

Testing Parameters
Pressure (Torr) 0.1, 0.2, 0.5, 1, 1.5, 2, 3, 5, 10, 20

Electrode Power (W) 40–80, 10 W increments
Stage Bias (-V) 0–800, 10–50 V increments

Stage-Electrode Separation (mm) 25, 35, 50, 65
Pulse tof f (µs) 0.1–0.45, 0.5 increments

5.5 Testing

A large variety of different conditions were explored in order to improve the general understanding

of the setup and optimise conditions for implantation. The range of parameters tested can be

seen in Table 5.1. These included, stage bias, stage height, chamber pressure, electrode power

and pulse off time. This section presents a summary of conclusions from across the testing phase.

After initial tests of the power supply the sample stage was fitted, and preliminary current

measurements were made with no stage bias by connecting the feedthrough directly to an

ammeter (a Keithley 2000 series multimeter was used for stage current measurements). Following

this, a 250 V DC supply was connected, with the ammeter in series between the negative terminal

of the DC supply and the sample stage. After initial tests up to a -250 V stage bias, this supply was

replaced with a 3 kV DC supply in order to extend IV curves and reach the standard operating

anode voltage of DELPHI (-400 V).

Stage current was measured for each of the conditions tested. Initially, the stage current was

simply read from the ammeter display after the current reading had stabilised (10–30 s). When

the 3 kV supply was installed, a laptop was also connected to the ammeter to record current

measurements over time. This was done with Python script utilising the PyVISA package [236],

which collected current measurements every second. As discussed, it was hoped the sample stage
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Figure 5.16: Full assembly as used for first plasma. Valve and gauge labels (V1-V8 and G2-G4
respectively) refer to Fig. 5.12. Sample stage assembly had not yet been fitted.
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would behave similarly to a Langmuir probe, where the current required to maintain a setpoint

bias indicates the ion current incident on the sample stage. With no bias on the stage, the current

reading gives the balance between electrons and ions hitting the stage, with a positive current

reading indicating a greater number of electrons. Under certain conditions, the stage can act like

the grounded electrode, and electrons can stream from the negatively biased powered electrode

directly to the stage resulting in high positive current readings. This is unlikely to occur with a

moderate negative stage bias, as the potential difference will be greater between the electrodes

than the powered electrode to the stage. Conversely, with a large stage bias that exceeds the

stage-electrode breakdown voltage, electrons are emitted from the stage to the grounded electrode

resulting in a large negative current measurement and the formation of a plasma discharge.

Positive current measurements are a result of incident electrons, either from the plasma or from

the powered electrode, whereas negative current readings are a result of incident positive ions

or electrons emitted from the stage. For accurate fluence estimates, it is important that arcing

and stage discharges are avoided so the current measurement can be related to the number of

incident ions.

5.5.1 Plasma Form

An early test plasma in ExTEnD can be seen in Fig. 5.17. At 0.1 Torr, a hemispherical plasma on

the end of the powered electrode can be seen, as well as a secondary discharge along the internal

of the 2.75" port that connects the main chamber to the Penning gauge and vacuum pumps.

When increasing the pressure, the plasma is seen to increase in density, and condense around

the electrodes, with the plasma sheath extending down the length of the powered cathode. This

can be seen in Fig. 5.18, which presents hydrogen plasmas at various pressures. As the pressure

increases, the secondary plasma fades away until it is no longer seen for pressures above 1 Torr

(Fig. 5.18A–Gii). The faint circular plasma visible in the centre of Fig. 5.18A–Eiii is the same

plasma observed in Fig. 5.18A–Eii but viewed along the port. Striations are ionisation standing

waves that are commonly observed in plasmas [237, 238] and can be seen in the quartz tube

at pressures of 1 Torr and above. With increasing pressure, the number of striations decreases,

and they appeared to move along the quartz tube away from the centre of the chamber. In Fig.

5.18Fi, plasma discharge on the sample stage is visible, indicating a flow of electrons from the

powered electrode and was observed for pressures of 2 Torr and above with a 0 V bias. Applying a

negative bias to the stage prior to striking the plasma decreased the potential difference between

the cathode and the stage to below the breakdown voltage and prevented the discharge. This was

done for higher pressures (Fig. 5.18Gi).

5.5.2 Power Supply Variables

The electrode power supply was run in constant power mode. In this setting, a voltage above the

breakdown voltage is used and the supplied current is varied to meet the setpoint power. Fig.
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Figure 5.17: Image of an early hydrogen test plasma in ExTEnD, the pink colour is typical of a
low pressure hydrogen plasma and is a result of the red and blue emissions of the Balmer series.
Pressure: 0.1 Torr, Power: 50 W, Pulse frequency: 100 kHz, Pulse off time: 3 µs, Electrode-stage
separation: 35 mm, Stage bias: 0 V.

5.19 shows the electrode voltage with increasing pressure. The voltage reading is time averaged

across the pulses. Therefore, the pulse voltage, VP , is given by

(5.2) VP = Vavg

1− f tof f
,

where Vavg is the voltage reading, f is the pulse frequency and tof f is the off time of the pulse.

Standard operation used a f of 100 kHz and a tof f of 3 µs, giving a pulsed voltage 1.43 times

greater than the voltage reading and the values on Fig. 5.19. With increasing pressure, it can

be seen the electrode voltage decreases sharply before displaying a more gradual increase. This

behaviour suggests the implanter is operating at pL values around the Paschen minimum.

Despite the minimum in breakdown voltage being at a pL of 1 Torr cm [225], the minimum

electrode voltage corresponds to a pL of 10 Torr cm (5 Torr, 2.5 cm separation). Discrepancies
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Figure 5.18: ExTEnD hydrogen plasma at 0.1, 0.5, 0.75, 1, 1.5, 2, 3 Torr (A–G respectively). i -
Primary discharge between electrodes, from the main viewport. ii - Secondary discharge within
chamber, from main viewport. iii - View from secondary viewport. Power: 50 W, Pulse frequency:
100 kHz, Pulse off time: 3 µs, Electrode-stage separation: 35 mm, Stage bias: 0 V for A–F, -50 V
for G.
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Figure 5.19: Time averaged DC voltage supplied to the powered electrode to maintain hydrogen
plasma at different pressures. Multiplying time averaged voltages by 1.43 gives the pulsed
voltage. Electrode separation: 25 mm, Power: 50 W, Pulse frequency: 100 kHz, Pulse off time: 3
µs.

between these values are likely a result of differences in experimental setup. For example, the

setup in [225] was designed to determine the minimum breakdown voltage for a given pL value.

This is in contrast to the electrode power supply, which operates above the breakdown voltage to

ensure consistent striking. Furthermore, it is unclear the impact the pulsed power supply would

have. Regardless of these differences, a minimum in electrode voltage is seen at a pL value close

to the expected minimum in breakdown voltage.

Alongside electrode voltage measurements, electrode current was also recorded to calculate

power. It was noted there is significant variation between setpoint power and calculated power,

with calculated power being within ±5 W of the setpoint power. If the power was varying by this

amount, it could result in inconsistent operating conditions. Conversely, precision of the current

reading was low (0.2 Å increments), so it is possible the power is actually closer to the setpoint

value, and the current reading is not of sufficient precision. Although consistent conditions for a

given power and pressure would be preferable, measuring stage current over the entire exposure

still allows for an estimate of total fluence, regardless of variations.

When measuring stage current, it was observed increasing power resulted in greater stage

current as shown in Fig. 5.20, as well as a visibly brighter plasma. For a pressure of 1 Torr, a

plateau can be seen from 70 W and above for the three stage biases tested, this is comparable to

ion flux measurements made with a Langmuir produce in other setups [239]. Current values scale
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Figure 5.20: Stage current for varying plasma power. The top plot shows various bias voltages
for a fixed pressure of 1 Torr, the bottom plot shows various pressures for a fixed bias of -250 V.
Pulse frequency: 100 kHz, Pulse off time: 3 µs, Electrode-stage separation: 35 mm.

with increasing stage bias. With a fixed bias (-250 V), the power curves vary form and magnitude

with different pressures, with lower pressures appearing more linear and showing limited

evidence of a plateau. At 5.2 Torr, the pressure is too high for notable current measurements,

with the power supplied to the plasma having no impact on the 0 mA current reading. A key

concern with operating at a higher plasma power is excessive sample heating. Running at 50 or

60 W should allow for reasonable stage current whilst reducing sample heating.

Adjusting the amount of time the power supply is on for (by controlling the pulse timings)

also impacts the stage current. Fig. 5.21 shows a linear relation between the time the power

supply is on for and the stage current, suggesting tof f could be used to adjust stage current.

Reducing tof f too much effectively makes the pulsed output continuous and removes the power

supplies arcing suppression. It is unclear whether changes in pulse timings are truly reducing

the ion flux or simply decreasing the time that the same high flux is being applied for (reducing

the average flux). If the latter were true, the linear fit of Fig. 5.21 would be expected to pass

through the origin (directly proportional), meaning halving the pulse length would results in

half the stage current. However, the intercept of 0.13 mA means halving pulse length gives a

stage current of lower than half the original value. For example, going from a time on of 80%

158



5.5. TESTING

55 60 65 70 75 80 85
−0.25

−0.30

−0.35

−0.40

−0.45

−0.50
S

ta
ge

 C
ur

re
nt

 (
m

A
)

Time On (%)

Figure 5.21: Stage current as a function of percentage of pulse time period for which the pulse
was on. The pulse off time was varied between 1.5 – 4.5 µs in 0.5 µs increments, whilst the 100
kHz pulse frequency gave a time period of 10 µs. A linear fit has been applied giving a gradient of
-0.072 ± 0.002 mA, an intercept of 0.13 ± 0.2 mA and an adjusted R2 of 0.98. Pressure: 0.1 Torr,
Power: 50 W, Pulse frequency: 100 kHz, Pulse off time: 3 µs, Electrode-stage separation: 65 mm,
Stage Bias: -300 V.

to 60% is a 25% reduction in pulse length but results in a 30% reduction in stage current. This

lack of direct proportionality might suggest that longer pulse times increases the number of ions

available during periods with the pulse off, meaning increasing or decreasing pulse length could

be used to impact ion flux.

In order to assess the consistency of the setup, stage current was measured with respect to

time for longer periods. Fig. 5.22 shows data for three runs at fixed conditions (1 Torr, 50 W,

-250 V bias). The first (black line) was run for approximately two hours before the plasma was

turned off overnight. The following morning, the plasma was turned on with no changes made

to the setup or conditions, this can be seen in the red line. Following this, different conditions

were tested, in which the stage bias (blue line) and electrode power (green line) were varied. The

plasma was then turned off again for around 2 hours. A final run was then performed (pink line)

towards the end of which the plasma was turned on and off whilst still recording.

Across the three runs, the stage current gradually levelled off at -0.7 mA, after dropping from

the larger current readings at the start of each run. A warmup period would be expected when

turning on the plasma, in which the power supply and plasma become thermally stable. This

could explain the initial decrease at the start of each run, during which the system is reaching

thermal stability. However, this does not explain why each run gave different initial current
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Figure 5.22: Stage current measured across a 25 hour period. Time of top plot is relative to the
start of the first measurement, whereas bottom left and right plots are relative to measurements
3 and 4 respectively. Measurements 1, 2 and 5 were taken under equivalent conditions (50 W,
-250 V). For measurement 3 bias was varied with a fixed 50 W power, whilst measurement 4
varied power for a fixed -250 V bias. Various gaps were left between measurements. Pressure: 1
Torr, Pulse frequency: 100 kHz, Pulse off time: 3 µs, Electrode-stage separation: 35 mm.
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readings. 15 hours passed between the first and second runs, offering ample time for the setup to

return to ambient temperature. If current variation was solely dictated by the temperature of the

setup and power supply, the curve seen for the first run should be replicated the following day,

which is not the case. This suggests there is another factor dictating the longer-range variation

that settles over the course of 5-6 hours of the plasma being on. Although it is not clear why, it

seems the longer-range variation must be a result of the same gas being used throughout runs.

With new gas, more variation is observed, with a peak in stage current seen after around 10

minutes. The same peak is not present for subsequent runs with the same gas, and a quicker

return to the stable current is observed. Sputtered positive metal ions would also be attracted to

the sample stage and recorded as negative current, so it could be linked to the production of such

ions. However, the sputtering rate of the tungsten electrodes and tantalum sample window are

low, so ion contamination from these surfaces is not expected. Furthermore, these would act to

increase detected current, rather than the reduction observed over long ranges here.

Varying bias resulted in effectively instant changes in current, which remained stable after

the changes. Biases of -150 and -250 V were repeated, and second measurements were slightly

smaller than the first measurements. This is likely a result of the gradual levelling off observed

across the runs. Some variation in current was seen when changing power values, this is likely to

be from the power supply adjusting to the new conditions. Increases in power resulted in a spike

in current which gradually reduced, whereas decreases in power gave a gradually increasing

current.

These current measurements highlighted the importance of measuring current throughout

implantations. To calculate total charge for fluence estimation, it is not sufficient to use a single

current value or an average, and integration of the current-time plots should be carried out.

These results also highlight limitations of stage current measurements in the next section, which

took an initial current reading. These values will not only be impacted by the long-range current

variation, but the order in which variables were tested could also impact results (as increasing

power resulted in an artificial increase in initial current). As such, initial current measurements

should be used qualitatively - showing general trends rather than exact expected values.

5.5.3 Sample Stage Variables

As expected, pressure had a significant impact on stage current. No notable negative current

(indicating either incident ions or stage electron emission) could be measured for pressures above

3 Torr for biases up to -250 V as shown in Fig. 5.23. As previously discussed, high pressures are

likely to decrease ion current from a reduction in mean free path of the ions which are scattered

or neutralised before reaching the stage. However, the highest stage currents were not measured

at the lowest pressures but around 0.75 – 2 Torr. This could be explained by a Paschen curve and

suggests that electron flow between the stage and the grounded electrode could be occurring. A 35

mm stage-electrode separation gives pL values in the range of 2.6 – 7.0 Torr cm. From this data
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Figure 5.23: Stage current against pressure for varying stage biases. Values were collected for
high pressures and 0 V, but many were positive and could not be shown on the log scale due to the
change in polarity. Power: 50 W, Pulse frequency: 100 kHz, Pulse off time: 3 µs, Electrode-stage
separation: 35 mm.
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Figure 5.24: Stage current for increasing stage bias. Includes curves for various different pres-
sures as indicated in the legend. Power: 50 W, Pulse frequency: 100 kHz, Pulse off time: 3 µs,
Electrode-stage separation: 35 mm.
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alone, it is challenging to conclude whether increases in stage current are a result of incident

ions, or electrons emitted from the stage and accelerated to the grounded electrode. These pL

values are close to the expected Paschen minimum (pL of 1 Torr cm) and the shape of the Paschen

curve means an increase in stage-electrode current might be observed for intermediate pressures

but not the highest and lowest pressures. Equally, the higher plasma density could contribute to

increased incident ions, although generally it would be expected for extracted ions to drop off

with pressure. Higher biases and different stage heights were required to try and distinguish

these effects.

The impact of the bias voltage was explored further as seen in Fig. 5.24. At 0 V bias, positive

stage currents (indicative of electrons incident on the sample stage) were seen. Electrons are

either sourced from the plasma, or directly stream from the powered electrode to the stage. The

latter scenario was clearly occurring for 0 V stage bias and pressures higher than 1.5 Torr, where

a plasma discharge would be visible on the stage (as seen in Fig. 5.18Fi). This would give large

positive current readings as the stage is acting as a drain for the electrons in a similar manner to

the grounded electrode.

With a larger negative bias, the negative stage current increased, indicating a higher flux of

positive ions incident on the stage, or a greater rate of electrons lost to the grounded electrode.

The increase is non-linear, and the shape of the curve is linked to the pressure. At low pressures,

a gradual increase can be seen. The curve becomes steeper with increasing pressure, and the

bias required for the curve to begin moves to higher pressures. At 3 Torr, the stage current was

very unstable and fluctuated between 0 and -2 mA in a step like manner. This sudden increase is

more indicative of the stage bias exceeding the breakdown voltage than a sudden increase in ion

extraction. No significant current was measured at 5.2 Torr.

Once the 3 kV supply had been installed, IV curves presented in Fig. 5.24 could be extended

to higher biases. It was hoped that increasing the stage bias would eventually result in reaching

the ion saturation current typical of a Langmuir probe. However, no evidence of a plateau was

seen with increasing bias and the current measurements continued to increase. Furthermore, the

formation of a plasma on top of the stage was observed under certain conditions (see Fig. 5.25).

At low bias, turning off the electrode power supply resulted in a 0 mA stage current, as no ions

or electrons are incident on the stage with no plasma present. However, this was no longer the

case when a stage plasma was present - current measurements remained high, and the plasma

remained present on the stage as shown in Fig. 5.25C.

The consequence of this behaviour on stage current is presented in Fig. 5.26. During desired

operation (Fig. 5.26A), there is only electron flow between the electrodes, and a negative bias on

the sample stage is used to extract positive ions from the plasma. In this case, the ion energy

is dictated by the stage bias and the measured current corresponds to the flux of incident ions

on the surface. However, when the bias applied to the stage exceeds the breakdown voltage for

the conditions, electrons stream from the negative stage to the grounded electrode, creating a
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A 

B 

C 

Figure 5.25: A - Desired operation, plasma discharge between electrodes (0 V stage bias), mea-
sured current corresponds to incident ions. B - Plasma discharge between electrodes and from the
stage to the grounded electrode (-700 V stage bias). C - Plasma discharge from stage to grounded
electrode with electrode power supply off (-700 V stage bias). Pressure: 1 Torr, Power: 50 W, Pulse
frequency: 100 kHz, Pulse off time: 3 µs, Electrode-stage separation: 35 mm.

Townsend avalanche and ionising hydrogen to form the plasma on the stage (as shown in Fig.

5.26B). Here, the stage is acting in a similar manner to the negatively biased powered electrode.

When this occurs, the current reading no longer corresponds to the flux of ions hitting the stage

but is a combination of electrons leaving and ions incident on the stage, and both ion flux and

energy becomes unclear. With the electrode power supply off and a sufficient stage bias, only

the stage discharge is present, and current measurements correspond to electrons leaving the

stage (Fig. 5.26C). As the powered electrode is either negatively biased or isolated, electrons will

always preferentially flow to the grounded electrode. Evidence of this can be seen in Fig. 5.25C,

where plasma can only be seen on the stage and around the underside of the grounded electrode.

When performing a bias ramp, the resulting IV curve is a combination of ion flux on the stage,

and loss of electrons from the stage. In order to perform and measure ion extraction at a set energy,

the stage-electrode discharge must be avoided, and conditions must be determined in which the

electron flow between the stage and electrodes is negligible. The variables which influence the

stage-electrode discharge the most are chamber pressure and stage-electrode separation. As
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Figure 5.26: Simplified diagram of different sources of stage current, black arrows indicate the
flow of electrons. A - Desired operation, discharge only between electrodes, measured current
indicates incident ions. B - Discharge between electrodes and from the stage to the grounded
electrode, measured current is the sum of ions incident on the surface and electrons leaving
the stage. C - Discharge only present between grounded electrode and stage, measured current
indicates electron emission from the stage.
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Figure 5.27: Current measurements taken to measure breakdown voltage between the stage and
grounded electrode. The figure on the left shows current with respect to time during this test.
Initial spikes were a result of electron flow from the stage to the grounded electrode with the
electrode power supply off. Following this, discrete steps in current are a result of changes in
stage bias. Sudden drops in current are when the electrode power supply was turned off and on
again. The figure on the right gives the measured stage current with the electrode power supply
on and off, as well as the difference between them, for various stage biases. Pressure: 1 Torr,
Power: 50 W, Pulse frequency: 100 kHz, Pulse off time: 3 µs, Electrode-stage separation: 65 mm.
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such, bias ramps were performed at four different stage heights (corresponding to stage-electrode

separation of 25, 35, 50 and 65 mm) at six pressures (0.1, 0.5, 1, 2, 5, 10 Torr). In an attempt

to determine at what stage bias the stage-electrode discharge forms, the power supply to the

electrodes was turned off and on at selected biases. With a negative stage bias and the electrode

power supply off, any stage current must be a result of electrons flowing from the stage to the

grounded electrode.

An example of these tests can be seen in Fig. 5.27. Current measurement with respect to

time during the tests can be seen on the left, whilst the current measurement at each stage

bias are presented on the right. The initial peaks on the current-time plot were a result the

stage-electrode discharge with the electrode power supply off. This was done to get an estimate of

the breakdown voltage prior to the bias ramp. The first off/on of the electrode power supply can

be seen at around 500 s (-300 V bias). Here, the stage current returns to 0 mA when the plasma

is off, indicating no electron flow is present with the plasma off. The following bias step (560 s,

-350 V) shows a decrease to a non-zero current measurement, indicating electron flow from the

stage to the grounded electrode with the plasma off. The lowest voltage that this was true for is

-320 V. For voltages higher than this, the reduction in current is consistently around 0.5 mA, as

shown in the difference between plasma on and off in Fig. 5.27.

As the stage current, IStage, is thought to be a combination of contributions from electron

flow to the electrode and incident ions, it can be written

(5.3) IStage = IDischarge + I Ion,

where IDischarge is estimated by the current with the plasma off, IPlasmaO f f . Therefore, it would

follow that ion current, I Ion, can be approximated with

(5.4) I Ion = IStage − IPlasmaO f f .

However, there are clearly limitations to this simplification, as it relies on ion and discharge

currents being independent of one another. Although it can be said with some certainty that

the plasma off current is solely a result of electron flow to the grounded electrode, it cannot be

said that this contribution remains the same with the plasma on. There is evidence of this at

biases just below the stage-electrode breakdown voltage. At these biases for some conditions,

the plasma off current was 0 mA but a stage discharge was present with the electrode plasma

on. This indicates that, under these conditions, the current contribution from the discharge

was not equivalent with the plasma on and off. Similarly, at this bias, the difference in current

was greater than the constant value observed for biases beyond the breakdown voltage. These

observations suggest the presence of free ions and electrons are enhancing the stage-electrode

discharge, allowing it to occur despite the stage bias being below the breakdown voltage.

The constant value observed in the current difference of Fig. 5.27 could be an indication of

an ion saturation current as observed in IV curves of Langmuir probes. However, this constant
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Figure 5.28: Breakdown voltage between the sample stage and grounded electrode for varying
pressure (indicated by different symbols) and stage-electrode separation (indicated by different
colours). For p ≤ 2 Torr, the breakdown voltage, VBR , was taken to be the highest bias at which
the stage current returned to 0 mA when the plasma was turned off. For p ≥ 5 Torr, no negative
current reading was made prior to arcing, and VBR was taken to be the lowest voltage required to
trip the power supply (indicating a stage current of > 10 mA). Power: 50 W, Pulse frequency: 100
kHz, Pulse off time: 3 µs.

value did not follow trends that would be expected for ion current measurements (decreasing

with increasing pressure or separation). Furthermore, as the presence of the electrode plasma

enhances the stage-electrode discharge, it is challenging to conclude with any confidence what

this is a result of. Beyond the breakdown voltage the contribution from electron flow is effectively

unknown, as it was concluded that discharge current is unlikely to be equivalent with the plasma

on and off. Therefore, for effective ion extraction of known energy and measured fluence, a bias

beyond the breakdown voltage cannot be used despite Eq.5.4 suggesting a correction might be

possible. Instead, conditions must be selected that ensure the stage-electrode electron flow is not

present with the plasma on, and IStage = I Ion.

Fig. 5.28 shows the highest voltage at which the stage current returned to 0 mA for pressures

up to and including 2 Torr. For pressures of 5 Torr or more, the bias supply would suddenly

trip at high bias - indicating a stage current in excess of -10 mA and significant electron flow

between the stage and grounded electrode. As no negative current readings were observed before

this point, for p ≥ 5 Torr, Fig. 5.28 presents the highest stage bias at which no trip occurred.

Although not a typical measure of breakdown voltage, the shape of this curve bears a resemblance
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Figure 5.29: The difference between stage current with the stage current with the plasma off
(left) and the electrode plasma on and off (right) and for varying stage biases. The stage-electrode
separation and resulting pL value is indicated in the legend. Pressure: 0.1 Torr, Power: 50 W,
Pulse frequency: 100 kHz, Pulse off time: 3 µs.

A B 

Figure 5.30: The shortest stage-electrode separation of 25 mm (A) distorts the form of the plasma,
whereas a separation of 35 mm (B) does not. Pressure: 0.1 Torr, Power: 50 W, Pulse frequency:
100 kHz, Pulse off time: 3 µs, Stage bias: -400 V.

to a Paschen curve, with a minimum in breakdown voltage occurring at a pL of 5–10 Torr cm.

Measurements at 0.1 Torr are of particular interest. As can be seen in Fig. 5.28, this pressure

gives pL values below the Paschen minimum and therefore minimises the likelihood of the

stage-electrode discharge occurring. Furthermore, ion current would be expected to drop off with

pressure and stage-electrode separation, so minimising pressure should maximise the extracted

ion current. Varying pL allowed the two current sources to be separated, as incident ions would

be expected to drop off with separation and pressure, whilst discharge current increases with pL

provided it is below the Paschen minimum.

Fig. 5.29 shows the stage current with the plasma off, and the difference in stage current

with the plasma on and off, for a pressure of 0.1 Torr. As discussed, any measured stage current

168



5.5. TESTING

Table 5.2: Standard operating conditions for ExTEnD.

ExTEnD Exposure Conditions
Pressure 0.1 Torr

Stage-Electrode Separation 35 mm
Stage Bias -400 V

Electrode Power 50 W
Pulse tof f 0.3 µs

Exposure Time Approx. 30 minutes
Gas Deuterium

with the plasma off must be a result of stage-electrode electron flow. As the pL values for these

datasets are all below the Paschen minimum, increasing pL results in a lower breakdown voltage

and a larger current. In contrast, the difference in stage current decreases with increasing pL.

The stage current with the plasma on is thought to be a combination of charge contributions

from incident ions and electrons flowing from the stage to the grounded electrode. Although

there are limitations, the difference between plasma on current and plasma off current could be

used to indicate the ion current contribution3, as presented in Eq.5.4. The difference in current

behaves in the same expected manner as ion current and decreases with L, whilst the plasma off

current, which must be a measure of lost electrons, increases with L. Therefore, it was concluded

that below the breakdown voltage at these low pL values, the rate of electron emission from

the stage is minimal and stage current can be used to measure incident ions on the stage. At

higher pressures, the lower breakdown voltage creates more restrictions on possible operating

conditions, and it becomes more challenging to differentiate between stage discharge and ion

extraction regimes. At pressures of 5 Torr and above, the applied bias had a minimal impact on

the measured current (which consistently read low positive values) until a sudden arc would form

at the breakdown voltage. This behaviour suggests no ion current could be measured at higher

pressures due to the increased scattering effects, and any negative stage current measured is

solely a result of electron emission from the stage. These results emphasise the challenges of

relating stage current to ion current in setups such as ExTEnD, which rely on a discharge plasma

as a source of ions. Other glow discharge setups [222] also related ion current but it is unclear

whether this is a true representation of the incident ion flux or whether this has been impacted

by electron flow.

Based on these conclusions, a stage-electrode separation of 35 mm was selected. Although a

shorter separation could help minimise the risk of stage discharge further, at 25 mm, the stage

began to distort the form of the plasma as shown in Fig. 5.30. Standard operational conditions

for ExTEnD can be seen in Table 5.2.

3Under these conditions, the current contribution from stage-electrode discharge when present appears to be
minimal, and below the breakdown voltage the difference in current is simply the measured stage current.
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5.5.4 Fluence Estimation

Assuming stage current is a result of ions incident on the sample stage, it can be used to estimate

the total fluence of deuterium incident on a sample during an exposure. The total accumulated

charge, Q, on the stage is given by

(5.5) Q =
∫

I(t)dt,

where I(t) is the stage current as a function of time, t. Assuming a uniform beam distribution,

this can be scaled by the ratio of the exposure area, A0, to stage area, A1, to give the charge

accumulated on the sample

(5.6) QSample =
A0

A1

∫
I(t)dt.

Multiplying this by the average ion cluster size, α, and accounting for the charge on each ion

cluster, e, gives and estimation for the number of incident deuterium ions on the sample in

ExTEnD,

(5.7) NSample =
αA0

eA1

∫
I(t)dt,

the fluence,

(5.8) fEx = α

eA1

∫
I(t)dt.

and the flux,

(5.9) FEx = αI
eA1

.

Therefore, to match the average flux of DELPHI [120], FD , the ion current required would be

(5.10) ID = eFD A i

α
= −1.6×10−19 ·3.04×1017 ·π · (27×10−3/2)2

2.96
=−9.4×10−6A

For the 0.1 Torr pressure used in ExTEnD, current measurements were of order 0.1 mA, result-

ing in a flux 10.64 times greater than DELPHI and exposure times than can be scaled down

accordingly to reach equivalent fluence. For the standard 5 hr exposure time used in DELPHI, a

run of approximately 30 minutes in ExTEnD should result in an equivalent fluences. Adjusting

plasma power and the pulse timings can be used to further control ion current, as these effect ion

current whilst having minimal impact on the breakdown voltage. This approximation does rely

on a uniform beam across the sample stage, as well as the stage current being a result of positive

ions incident on the stage.
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A 

B 

C 

Figure 5.31: A - Thermocouple isolated with Kapton tape attached to the sample stage prior to
exposure. B - Temperature measurement during exposure. C - Thermocouple piercing the Kapton
tape, taken post exposure.

5.5.5 Temperature Measurement

Temperature has a significant impact on the uptake of molecules into a material. Generally, the

greater atomic movement in higher temperature materials increased uptake. Unlike DELPHI,

ExTEnD has no temperature controlled stage, and the temperature of the sample and stage will

be a result of room temperature and exposure conditions. No significant temperature increases

were expected, but a one-time temperature measurement was taken to ensure results from

ExTEnD could be compared to previously collected room temperature results from DELPHI.

To perform the measurement, the secondary viewport was replaced with a thermocouple

feedthrough, and a k-type (positive and negative leads made of Ni-Cr and Ni-Al respectively)

thermocouple connected. In an attempt to electrically isolate the thermocouple from the biased

stage, the plasma and the chamber, the bare wire was covered in Kapton tape as shown in Fig.

5.31A. This had the added benefit of ensuring the two leads remained separated. The probe was

secured to the sample stage by lightly pinching it under one of the M3 bolts that secure the

sample and window plates to the insulating block. The temperature measurement was carried

out under standard operational conditions (see Table 5.2).

Upon striking the plasma, an instantaneous increase to around 50 ◦C was observed. The

rate of increase clearly indicated this was not a true measurement of temperature and that the
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Figure 5.32: Sample stage temperature during exposure to plasma and when cooling down. The
plasma and stage bias were both on for the first 30 mins, before being turned off and left to cool
for time > 30 mins.

attempt to electrically isolate the thermocouple from the stage had not been sufficient. Turning

off the plasma and bias gave an instantaneous drop to slightly above room temperature. Clearly

some degree of sample heating was occurring, but measurement would only be possible with the

plasma and bias off. As such, the stage bias and electrode power supplies were briefly turned off

to make a temperature measurement. Negligible heat loss would occur during the measurement

as the plasma was only off for a few seconds. Fig. 5.32 shows the stage temperature during a 30

minute run followed by a cool down period. The maximum temperature measured was 23.5 ◦C.

Judging by the plateau in temperature, it seems reasonable to claim the sample is not expected

to exceed a temperature of 25 ◦C, even for longer runs. Temperature decrease is as expected and

indicates that the maximum temperature measured is a true reading, unaffected by the plasma

and stage bias.

The thermocouple was removed, and the secondary viewport was replaced for future implan-

tations. When inspecting the thermocouple probe post measurement, it was clear the probe had

pierced through the Kapton tape (Fig. 5.31 C), resulting in an electrical connection to the stage

and explaining the erroneous 50◦C measurements.

5.6 Preliminary Retention Study Using ExTEnD

5.6.1 Samples

There were concerns over how effective ExTEnD would be for a non-conductive sample (such

as undoped diamond) due to its reliance on a biased stage. For a conductive sample, the bias

is present across the entire sample stage and sample, and the connection to the voltage supply

removes surface charging effects. With a non-conductive sample this is not the case, and the
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setup relies on the general direction of electric field to accelerate ions into the sample. However,

divergence of the beam could lead to ions avoiding the sample but still being recorded as ion

current on the sample stage, whilst surface charging on a non-conductive sample could further

repel incident ions. To understand the capabilities of the current setup, both conductive and

non-conductive samples were tested.

Three highly boron doped sample of close to metallic conductivity were selected for the initial

retention experiment. Equivalent samples have been tested previously in DELPHI, allowing total

retention and TDS spectra to be compared. The samples (2-5b, 2-6a and 2-17a) were equivalent to

2-3a in Table 3.1 - a BDD film grown on a molybdenum substrate in the hot filament reactor. The

samples were grown for 4 hours, with gas flow rates of 200, 2 and 0.7 sccm for H2, CH4 and B2H6

in H2 (5%) respectively. These conditions gave a gas phase B:C of 35000 ppm and an expected [B]

of order 1021 cm−3 based on SIMS results of an equivalent sample. For one of the samples (2-5b),

silver DAG was used to ensure an electrical connection from the sample plate to the substrate,

with a small dap on the corner of the diamond surface as well. No silver DAG was used for 2-6a,

due to concerns that TDS measurement may not be possible with the DAG present. Both 2-5b

and 2-6a were grown over 3 years prior to testing. A new sample (2-17a) was also grown under

the same conditions and tested.

Additionally, an undoped, non-conductive, E6 sample (equivalent to all other undoped PC

samples tested in 3.2), was exposed. A gold mesh was wrapped around the sample in an attempt

to mitigate surface charging effects. Due to the relatively large gaps in the mesh (20 lines per

inch, corresponding to approximately 1.27×1.27 mm2 holes), it was wrapped around the sample a

few times to decrease the size of individual exposed areas. Again, no silver DAG was used for this

sample.

5.6.2 Conditions

Exposure conditions were selected based on results from the testing phase presented in 5.5. The

standard operating conditions (see Table 5.2) should allow for a stage bias of -400 V with accurate

energy selection and fluence estimates. In testing, these conditions gave stage current values of

approximately 0.1 mA, of which the contribution from stage-electrode discharge was thought to

be minimal. As shown in Eq.5.5-5.10, this is more than sufficient to reach fluences equivalent to

DELPHI. The accumulated charge on the stage was monitored during the implantation to try

and match the target fluence of previous samples (5.5×1021 D cm−2).

5.6.3 Exposure

The 2-5b and 2-6a were implanted under the standard operating conditions. The accumulated

charge was calculated via Eq. 5.5 throughout the exposure, although an error in this calculation

meant the final fluence was slightly higher than intended. Small differences in fluence are not

expected to have a significant impact, due to the saturation of the top surface of the diamond
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Figure 5.33: Images of two samples during and post exposure. A - Undoped (i) and doped (ii)
samples (3-1b and 2-6a respectively) post exposure with window plate removed. B - Undoped
sample during exposure with no arc (i) and an arc between the sample and grounded electrode
(ii). C - Optical images of the undoped sample surface post exposure, at ×5 (i) and ×50 (ii)
magnification.

observed in computational results. A summary of exposure conditions can be seen in Table 5.3.

Examining the samples post exposure, the exposed region appears slightly lighter than the

unexposed border of the sample as seen in Fig. 5.33Aii. A similar effect had previously been

observed in DELPHI where the unexposed area below a wire cross appeared darker than the

exposed area.

The stage current for 2-17b was much higher than other samples under standard conditions.

In an attempt to reduce the ion flux, the electrode power was dropped from 50 W to 30 W, giving

a reduction in stage current from 0.27 to 0.17 mA. Despite this, the stage current was still higher

than other samples resulting in a shorter exposure to reach the desired fluence.

The undoped sample was more challenging to implant. Initial attempts to use a -400 V stage

resulted in arcing and the stage supply tripping - indicating a current exceeding 10 mA. To avoid

this, the stage bias was gradually increased from 0 to -200 V. Although this bias was reached

without tripping, regular arcs from the stage to the grounded electrode (see Fig. 5.33B ) were

forming every 10 s or so. These arcs must be a result of surface charging, as were originating from
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Table 5.3: Measured variables for three doped samples (2-5b, 2-6a and 2-17a) and an undoped
(3-1b) sample exposed in ExTEnD. For the undoped sample, a gradual increase in stage bias
was required to reach the -150 V that the majority of the exposure was performed at. Values in
brackets indicate the value when the bias was at -150 V, whilst values not in brackets give values
across the entire exposure.

Sample 2-6a 2-5b 2-17a 3-1b
Stage Bias (V) -400 -400 -400 Various (-150)

Electrode Power (W) 50 50 30 50
Exposure time 28:51 22:07 17:37 35:34 (30:17)

(minutes:seconds)
Average Stage -0.115 ± 0.004 -0.159 ± 0.009 -0.19 ± 0.03 -0.100 ± 0.007
Current (mA) (-0.0980 ± 0.0007)

Accumulated Sample -0.0223 -0.0230 -0.0223 -0.0228 (-0.0188)
Charge (C)

Estimated Fluence 6.44 6.64 6.40 6.60 (5.44)
(×1021 D m−2)

Estimated Average Flux 3.72 5.18 6.10 3.09 (3.00)
(×1018 D m−2s−1)

the sample itself rather than the stage. As the arc is going to the grounded electrode, rather than

the negatively biased powered electrode, it must be a result of a build up of negative charge on

the surface. For a conductive sample, electrons supplied by the bias supply matches the fluence of

positive ions on the stage - resulting in no charging effects. The build up of negative charge here

suggests that, although the number of electrons supplied to the stage is equivalent to the number

of ions incident on the stage, a reduced number of ions are incident on the sample, resulting in a

build up of negative charge from the continuous supply of electrons. Therefore, the stage current

is unlikely to be an accurate representation of the fluence on the sample when stage arcing is

occurring.

To reduce arcing, the bias was dropped to -150 V where occasional arcs did persist but much

less frequently. The lower voltage also resulted in a lower average current and a slightly longer

exposure time was required to reach the target fluence. The explanation above would suggest the

rate of arcing might decrease linearly with stage current, as lower stage current would result in

a slower build up of surface charge. Qualitatively, this was not observed, and dropping the stage

bias to -150 V resulted in a notable reduction in arcing rate with minimal changes to stage current.

This could suggest the stronger electric field of the higher stage bias was diverting more ions

away from the sample, and that sample current may be a reasonable approximation for fluence

provided arcing is not occurring. Examining the surface of this sample in an optical microscope,

marks on the surface from the arcing were observed, alongside spattering of gold where the arcing

had occurred (see Fig. 5.33C). Arcing would need to be addressed if non-conductive samples were

to be run regularly to avoid contamination and damage of the sample. The gold mesh also left a

shadow on the sample, in a similar manner to the wire cross used in DELPHI.
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Figure 5.34: Comparison of TDS spectra for samples grown under equivalent conditions and
exposed to deuterium ions in either DELPHI or ExTEnD. Counts have been scaled by both
exposure area and a calibration factor to allow results from two different TDS facilities to be
compared. Exposure conditions and retention values can be seen in Tables 5.3 and 5.4 respectively.

5.6.4 TDS Results

TDS measurements were taken using an equivalent (but different) Hiden Analytica Ltd. Type

640100 TPD workstation to that used for previous measurements [125]. As before, the sample

stage was heated from room temperature to 1273 K at a ramp rate of 10 K min−1 and held at the

maximum temperature for one-hour. Again, an AlN layer was placed between the heater and the

sample, and a temperature correction to account for the slower heat transfer to the sample was

applied. The temperature correction was determined by measuring argon desorption from silicon,

which displays a narrow peak at a known temperature, and was comparable to the temperature

calibration value determined for the other TDS (outlined in [151]). Background counts were

measured for this temperature profile and removed from final results. Leak calibration tests were

performed with both H2 and D2 to obtain calibration factors, with the calibration factor for HD

taken to be the average between the two.
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Table 5.4: Comparison of calibrated total counts from TDS data for diamond samples exposed to
deuterium ions in two experimental setups (DELPHI and ExTEnD).

TDS Total Counts
Sample Exposure Energy HD D2 Total D

setup (eV) (×1015cm−2) (×1015cm−2) (×1015cm−2)
E6 undoped 1-1f DELPHI 200 3.62 0.925 5.47
E6 undoped 3-1b ExTEnD 150 5.07 1.90 8.88
Boron doped 2-3b DELPHI 400 6.56 1.53 9.61
Boron doped 2-6a ExTEnD 400 25.20 16.69 58.88
Boron doped 2-5b ExTEnD 400 31.80 21.40 74.61
Boron doped 2-17a ExTEnD 400 25.91 21.46 68.83

Spectra of the four samples, alongside previously collected spectra of equivalent samples

exposed in DELPHI, can be seen in Fig. 5.34. The undoped, non-conductive sample, is in good

agreement with data collected in DELPHI (sample 1-1f in Chapter 3), with desorption peaks seen

in both spectra at both 740 and 1125 K. Overall counts and retention values are higher than

the DELPHI sample (see Table 5.4), with the high temperature peak in particular being notably

larger. As counts remained high at the end of the temperature ramp, it is likely that this peak

would continue to grow and suggests significant amounts of deuterium occupying very stable

binding sites.

In contrast, TDS spectra of the boron doped samples are notably different to the equivalent

sample tested in DELPHI. For samples 2-6a and 2-5b, there is a sudden drop seen in all counts

around 950 K. Discontinuities such as this can be a result of fluctuations in stage temperature,

or desorption peaks in background counts. However, this is not the case here, as background

counts were consistently very low for both HD and D2, and the temperature profile in this region

was smooth and linear. Instead, this is believed to be an interface effect, where trapped volumes

between the substrate and the film can result in sudden changes in outgassing. Both of these

samples exhibited small degrees of delamination from the substrate. In contrast, sample 2-17a

showed no delamination and did not present this dip in TDS spectra, supporting the idea that

it was a result of an interface effect. Discounting this region, the desorption spectra all take

a similar form, and gradually rise towards a very broad peak, with negligible counts detected

below temperatures of 600 K. Overall, deuterium retention was an order of magnitude higher

than the equivalent sample (2-3b) previously tested in DELPHI. As discussed in 3.2, sample

2-3b presented with two peaks at 700 and 800 K in HD and D2 spectra, followed by a plateau at

higher temperatures. These features were previously attributed to the presence of boron dopants

increasing disorder and potentially desorption from boron-hydrogen clusters. However, none of

this finer detail is present here, and it appears that the single large peak observed in ExTEnD

samples has simply eclipsed these peaks. The width and size of the peak could suggest damage to

the diamond has created a large variety of potential binding sites and increased total retention.
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Similarly, the undoped sample (3-1b) displayed increased counts at high temperatures, which

could also be explained by damage to the lattice creating new, stable, binding sites.

Assuming the samples tested in ExTEnD and DELPHI are comparable, this increase in

damage must be a result of exposure conditions. Temperature measurements confirmed no

significant increase in sample temperature is expected and, as DELPHI samples were also

exposed at room temperature, this is unlikely to be the cause of any differences present. An

increased ion energy could also result in increased damage but, again, this is unlikely. The ion

energy is dictated by the potential difference between the sample stage and the plasma. The

potential of the stage is known to reasonable accuracy, so a significantly incorrect ion energy

would require a plasma potential of order 102–103 V which is far higher than the few volts

expected. Furthermore, previous exposures of undoped diamond at higher energies (see 3.2)

presented a energy dependant peak at 900 K which was not observed in sample 3-1b, suggesting

this and sample 1-1f (exposed in DELPHI) used a comparable ion energy. Instead, differences in

spectra are thought to be a result of the higher flux of ExTEnD, which is approximately an order

of magnitude greater than DELPHI. The impact of flux has been explored in similar studies of

other materials. Poon et al. [240] compared the impact on retention of varying deuterium ion

flux and fluence on single crystal tungsten, and observed a sharp decrease in retention below

fluxes of 1018 D m−2 s−1 and fluences of 1021 D m−2. As both flux and fluence in ExTEnD is

at the threshold value, it is possible decreasing to the 1017 D m−2 s−1 flux of DELPHI could

have a significant effect on retention mechanisms. That being said, Poon et al. used a higher ion

energy (1.5 keV) and the impact of flux on retention will be material dependent, so although

it seems likely varying the flux would impact retention, comparisons to this study are limited.

The material dependence of the impact of flux was highlighted in the work of Zayachuck et al.

[242], who observed higher retention for high flux exposure of tungsten, whereas the inverse was

true for a tungsten-tantalum alloys. In other studies of tungsten [241, 243], variation in retained

deuterium was linked to structural changes to the material which are dependent on fluence and

flux. These findings support the idea that the higher flux of ExTEnD could increase damage

sustained to the diamond. t’ Hoen et al. [243] observed deeper deuterium for higher fluences of

ions, and small differences in fluence between samples exposed in ExTEnD and DELPHI maybe

present as a result of non-uniform beam divergence. However, t’ Hoen et al. varied fluences by

orders of magnitude whereas subtle differences in fluence from beam divergence are unlikely to

result in obvious changes to desorption spectra observed here.

H2 spectra take a notably different form to those of the samples exposed in DELPHI, particu-

larly at high temperatures. Conclusions that can be made from these spectra relating to ExTEnD

are limited, as H2 was not implanted but incorporated into the diamond during growth. Fur-

thermore, the TDS used for these measurements is not typically run at such high temperatures

resulting in large amount of background hydrogen outgassing from the chamber which, when

removed from the spectra, resulted in negative hydrogen counts for some samples.
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Overall, the dependence of deuterium retention on flux and fluence appears to be linked to

physical changes to the material which will vary with flux. From this work, it seems likely the

higher flux has resulted in increased damage to the diamond, creating a large variety of stable

binding sites and greater retention. Differences in fluence are not thought to play a significant

role in this work, as any deviations from measured flux as a result of a non-uniform ion beam are

thought to be small and computational work suggested saturation of the subsurface would be

expected.

5.7 Conclusions

A new setup capable of performing low energy hydrogen/deuterium implantations with known

ion energy and fluence has successfully been assembled and tested. Under standard operating

conditions, ExTEnD can perform ion exposures across an 8×8 mm2 area at room temperature,

with ion energies up to 400 eV and a flux of approximately 4×1018 D m−2 s−1. Use of a pulsed DC

plasma aided the simplicity and cost of the setup, although added restrictions on the exposure

conditions possible. Through careful selection of operational conditions, it was possible to find

settings which meant stage current could be used as an approximation for flux, and stage bias

could be used to dictate ion energy. Preliminary retention results were compared to results for

equivalent samples tested in an established facility. Although similarities were present, samples

exposed in ExTEnD presented with notably higher deuterium retention, thought to be a result of

the higher flux of ExTEnD leading to damage to the sample.

5.8 Future Work

There were clear issues surrounding surface charging and arcing when exposing the non-

conductive sample. Replacing the window plate with a grid of regular holes could offer a known

exposure area whilst preventing surface charging more reliably than the gold mesh. Further

adaptations to the sample stage would be required to ensure a good electrical connection to

the surface of the sample. The non-linear relation between arcing frequency and stage current

suggested some beam divergence around non-conductive samples may be occurring. This could

be explored further via a series of masking experiments. One method to do this would involve

creating non-conductive masks (using MACOR or a similar ceramic) and measuring ion current

whilst masking different regions of the sample stage. If the ion current scales with the amount

of conductive area exposed, this would suggest incident ions remain uniform across the surface

of the sample stage even with non-conductive samples. If there are less significant changes in

measured ion current, this would indicate ions are avoiding the non-conductive areas and are

predominantly incident on the conductive regions - suggesting more work would be required to

avoid surface charging effects.
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Scaling the current for area as suggested above relies on the distribution of ions on the

sample stage being uniform. If the ion current is not uniform across the surface, addition scaling

factors may be required when comparing areas of masked and unmasked regions, as well as

relating measured current to estimated sample fluence. The uniformity of the beam can be

assessed through the etching of an amorphous carbon film as was carried out for DELPHI [120].

Amorphous carbon is readily etched by hydrogen ions, if an area is receiving a higher fluence, a

greater amount of material will be etched away in this region. Measuring the topology of the film

post exposure using atomic force microscopy or ellipsometry (as was used for DELPHI) would

effectively map out the ion current across the sample stage.

There may also be a more quantitative way to evaluate the stage-electrode discharge. Mea-

suring the current flowing through the grounded electrode to ground would give the total current

as a result of electrons flowing from the powered electrode and the stage. Subtracting the current

supplied to the powered electrode would then give the current from the stage. Conditions could

then be selected to ensure stage-electrode electron flow was zero. In practice, this would be chal-

lenging to implement, as this would require the grounded electrode to be electrically isolated from

the chamber to allow an ammeter to be added between this and the grounding point. Additional

current measurements would also be required for the powered electrode, as the current output

on the power supply is not to the required precision.

The flux in ExTEnD is an order of magnitude higher than that of DELPHI, potentially leading

to differences in TDS spectra. It is unlikely this could be explored computationally, as simulations

already rely on fluxes many orders of magnitude higher than experiments, so a dedicated set of

experiments would be required to explore this further. It is possible to change the flux in ExTEnD

by adjusting either the electrode power or the pulse off time as discussed in 5.5.2. Although

adjusting the pulse off time can be used to decrease stage current and average flux, it is not clear

whether this is truly reducing the flux or simply maintaining the same high flux and leaving

longer gaps in between pulses. To explore this further, current measurements for various pulse

frequencies and pulse lengths would need to be made. Comparing these to different electrode

powers (thought to give a true change in flux) and retention results could indicate how these

parameters impact flux.
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Both computational and experimental studies helped develop an understanding of dia-

mond’s interactions with low energy hydrogen isotopes. In MD simulations, different

diamond surfaces were bombarded with hydrogen isotopes of varying energies, allowing

an atomistic understanding of retention mechanisms. Whilst experimentally, various diamond

samples were exposed to deuterium ions in two setups: the established DELPHI facility, and a

new setup (ExTEnD) that was shown to be capable of performing equivalent experiments.

Desorption peaks in H2 TDS spectra were used to separate deuterium desorption from

grain boundaries and grains, with significant desorption from the latter only observed for ion

energies greater than 600 eV (3.2.1) suggestive of ion damage to the surface. Boron doped

samples displayed higher retention than undoped samples (3.2.2), as a result of increased defect

concentration leading to more potential binding sites, the formation of boron-hydrogen complexes

and the additional surface area from unpolished samples. More testing of diamond with lower

boron concentrations would be of interest and more applicable to fusion applications.

Computational work helped to develop an atomistic understanding of experimental results

and bridge the gap between test facilities and fusion reactors. Low energy ions incident on

diamond surfaces can be reflected, bind to the surface or penetrate small distances into the

diamond. Occupation of interstitial positions in the top atomic layers pushes carbon atoms

out of the surface to create vacant sites, but these are unable to form beyond the surface (4.3)

and significant physical sputtering was not observed under any of the conditions tested. As

the bombardment continues, the concentration of hydrogen gradually builds up within the top

nanometers of the sample and a disordered layer begins to form. Increasing the ion energy

results in deeper penetration depths and a thicker disordered region, and a greater fluence

is required to saturate this volume and create the disordered region. Only once this layer has
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formed is steady etching of the surface observed, with the disordered region maintaining a roughly

constant thickness (4.2). Channels present in grain boundaries act to funnel ions to much higher

penetration depths than seen for bulk diamond, whilst the additional space present allows for

vacancies to form along the grain boundary deeper within the material (4.5.2.1). Although these

effects are significant for perfect diamond structures, the formation of the disordered layer during

continuous bombardments obscures these channels leading to grain boundaries having minimal

impact on uptake of ions or the etching of the surface (4.5.2.2). However, experimental results

suggested that at low ion energies grain boundary trapping sites dominate hydrogen uptake, and

that damage to the surface was required for significant grain trapping. This contradiction could

be explained by deuterium diffusing across the grains into grain boundaries during the exposure

- a phenomenon not observed on the short simulation timescales.

In diffusion simulations, grain boundaries were shown to dictate diffusion characteristics

(4.4), meaning they could impact retention over time. Potential wells across most of the grain

boundaries tested led to hydrogen trapping - in good agreement with physical expectations.

Hydrogen trapping lead to anisotropic diffusion, where diffusion was restricted to one or two

dimensions within the grain boundary plane. Despite this, diffusion coefficients within all grain

boundaries tested were less than or equal to bulk coefficients. This observation was concluded to

be a result of sp2 hybridised carbon within grain boundaries forming sp3C-H bonds, which are

much stronger than the interstitial positions occupied by hydrogen in the bulk.

Overall, it was concluded that interactions were limited to the surface of the diamond,

leaving bulk properties largely intact. Saturation of the surface and low penetration depths

resulted in limited retention and etching that was restricted by the formation of a disordered

top layer. Retention values from experimental and computational results were of the same

order of magnitude and were slightly lower than other materials tested following an equivalent

experimental procedure. These results offer promising indications for the use of diamond under

fusion relevant conditions. However, carbon nanoparticles were observed on some samples (3.3)

and were thought to be a result of surface etching but no trends could be found to suggest the

conditions at which this occurred.

A new experimental setup was designed, assembled and used to implant four diamond

samples to validate the setup (5.3, 5.4 and 5.6 respectively). Testing prior to exposure indicated

that ion energies up to 400 eV were possible and typically resulted in an ion flux of order 1018

m−2s−1 (5.5). Due to the use of a biased stage to extract ions, there were challenges surrounding

non-conductive samples. Despite attempts to mitigate surface charging, arcing was present, and

a lower ion energy of 150 eV had to be used. Nevertheless, TDS results for this sample presented

peaks at temperatures in agreement with previous experiments. Conductive, highly boron doped

samples were also tested. These did not exhibit the arcing observed with the conductive sample,

but spectra differed to past results. For both doped and undoped samples, deuterium retention

was notably higher than equivalent samples exposed in DELPHI. Differences in retention and

182



TDS spectra are thought to be a result of the increased flux of ExTEnD leading to damage in the

samples, creating a variety of stable binding sites.

The breadth of this work has highlighted several areas that could be developed with future

work. TDS results of undoped PC samples suggested some ion damage may have occurred

resulting in new binding sites. The probe depth of Raman spectroscopy meant it was not possible

to detect structural changes at the surface and a different, more surface sensitive method, would

be required to confirm this. Similarly, carbon nanoparticles were observed on the surface of

some samples which, although it was unclear whether these were revealed or redeposited, were

thought to indicate etching of the surface had occurred. Future work could look to determine the

cause of these nanoparticles, the etch rates of different diamond materials, and the conditions

(temperature, ion energy etc.) in which etching can be minimised. The increased conductivity

of boron doped diamond could be used to reduce arcing damage for PFMs, and is required for

sensor applications. Retention results here suggested a significant increase in retention, but at

boron concentrations greater than useful for these applications. Furthermore, there were caveats

surrounding the unpolished surfaces and uncertainty surrounding the boron concentration of the

samples. As such, a more systematic approach of testing these samples, including testing samples

at more relevant concentrations could more conclusively find the impact of boron dopants.

Although computational work offered valuable insight into the retention mechanisms behind

experimental results, simulating deuterium clusters could help bridge the understanding between

experimental setups and fusion reactors further. D+
3 clusters are the most common species

extracted from the low temperature plasmas which are common in experimental setups. This

is unlike fusion reactors which will contain exclusively single ions. Understanding how these

clusters behave when incident on a surface could be important in understanding how results

from the lab could translate into real world fusion reactors. The AIREBO potential was not able

to simulate a stable D+
3 cluster, but could be used to test D2 and D bombardments separately.

Alternatively, a different potential may have more success in recreating clusters.

The majority of bombardment simulations were performed at room temperature to try and

make them comparable to experimental work. However, in fusion reactors, significant thermal

loads would be present. Performing simulations at elevated temperatures could give insight

into how temperature effects etching of the surface and permeation of hydrogen in a damaged

diamond. Furthermore, damage to the diamond could be simulated to create additional trapping

sites which would presumably impact both retention and diffusion within the diamond.

Simulation of grain boundaries presented interesting behaviour for both bombardments and

diffusion simulations. However, with the exception of continuos bombardments at high energy,

this behaviour was shown to be dependant on the specific grain boundary. The large variety of

grain boundaries present in a PC diamond means testing many different grain boundaries would

be required to apply broader conclusions to polycrystalline diamond in general.

Regarding ExTEnD, more work is needed to allow for non-conductive samples to be tested at
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higher energies. Replacing the window plate with a grid of holes could help minimise surface

charging, whilst still giving a known exposure area and reduced sputtering compared to the

previously used gold mesh. There were also concerns over changes to beam divergence for non-

conductive samples - where a charged surface could divert ions away from the sample. In fact, for

all samples, a measurement of beam divergence (using the etching of an amorphous carbon film)

would allow for more accurate sample flux and fluence estimates.

Compared to DELPHI, the increased flux of ExTEnD resulted in notably different desorption

spectra, suggestive of ion damage to the surface of the sample. As with previous samples, it would

be interesting if features in the desorption spectra could be associated with physical changes to

the sample as a result of ion damage. As ion flux can be varied in this setup, exploring how this

impacts desorption spectra, as well as damage to the surface, could offer valuable insight. It is

thought that both pulse timings and plasma power can be used to adjust flux, but this would need

to be confirmed through testing. Exploring a greater variety of samples and comparing them to

results from DELPHI would allow for a broader understanding of the setup. For example, there

is data available for fusion relevant metals such as Eurofer, tungsten and beryllium, and these

would not present the challenges of non-conductive samples.
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