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Abstract 

Diamonds have proven to be a wide band gap semiconductor with outstanding electronic 

properties, surpassing those of its silicon carbide and gallium nitride. Due to this, diamond is 

deemed as one of the most optimum semiconductors used in the direct conversion of beta decay 

energy into electricity. By utilising semiconductors such as a diamond, these betavoltaic 

devices offer low-power, ultra-long-life batteries suitable for application in hard-to-reach 

places.  

While prototype batteries using diamond with other beta sources have been demonstrated, there 

is little literature on tritium-based diamond betavoltaic devices. This study aims to investigate 

a possible route towards immobilising tritium within the diamond semiconductors, offering the 

benefit of placing the beta source within the semiconductor converter. However, due to the 

difficulties surrounding obtaining and using tritium, deuterium was used as a suitable analogue. 

In this study, deuterium was thermally loaded into diamonds by exposing samples to a 1000 ℃ 

deuterium atmosphere (~350 torr) using a Nabertherm compact tube furnace. The samples 

loaded with deuterium involved pristine, graphitised, and boron-doped single crystal diamonds 

(SCDs), along with freestanding boron-doped polycrystalline diamonds (BDPCD). The 

samples were obtained from Element Six, with the boron-doped layers on the single crystal 

diamonds being grown in-house using microwave plasma chemical vapour deposition. 

Additionally, two further samples, one intrinsic and one boron doped, with Frenkel defects 

induced 5 µm under the surface, were investigated. The defects were induced via laser at the 

Department of Engineering at the University of Oxford. 

After deuterium loading, samples were analysed using secondary ion mass spectrometry 

(SIMS), with one boron-doped SCD sample being analysed using thermal desorption 

spectroscopy (TDS). The TDS results demonstrate that the thermal loading of deuterium was 

successful, with the atoms seemingly incorporating into stable binding sites within the diamond 

lattice. Through calibration of the instrument, deuterium content was determined to be 1.4 x 

1016 atoms/cm2. The SIMS results indicate that deuterium is also present much deeper in the 

diamond, with deuterium counts being observed at depths up to 7 µm. However, due to the 

uncertainty of the SIMS instrument, clear conclusions on implantation depth cannot be drawn. 

Additionally, samples which had a higher number of defects (BDPCD, graphitised SCD) are 

shown to retain higher amounts of deuterium than relatively defect-free samples (pristine SCD, 

BDSCD). From the SIMS results, it was difficult to determine whether the induced Frenkel 

defects had any effect on the deuterium retention of the samples, requiring further testing and 

analysis to obtain any clear conclusions.  

The TDS results illustrate that the thermal loading of deuterium into diamond is effective, 

opening possibilities for tritium-loaded diamond betavoltaics. Furthermore, qualitative SIMS 

analysis suggests that polycrystalline diamond would be the most suitable for this application, 

offering the highest deuterium retention at a lower cost.  
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1. Introduction 

The electronics and battery industry lie at the heart of the decarbonisation and green energy 

transitions in the modern world. With the vast developments and cost-cutting of photovoltaic 

cells combined with the worsening public image of nuclear reactors, the idea of harnessing 

energy from radioactivity has fallen behind. Diamond, a highly regarded material, could 

revitalise and innovate the radioactive energy industry through its remarkable properties.1  

Although consisting of solely carbon and being arguably indistinguishable from many other 

gemstones, diamonds have fascinated humans throughout history. Being one of the hardest 

materials, diamond also exhibits high thermal conductivity, excellent chemical stability, and 

radiation hardness, all due to its distinctive molecular configuration.2 In diamond, sp3 

hybridised carbons are arranged in a covalent tetrahedral lattice (Figure 1), giving rise to the 

remarkable hardness of diamonds, which ranks 10 on the Mohs scale. 

Graphite, another allotrope of carbon, comprises layers of hexagonally bonded sp2 carbons 

(Figure 1) with one valency delocalised perpendicular to the plane. The delocalised electrons 

make graphite an excellent electrical conductor, being a crucial component in lithium-ion 

batteries, the fastest growing batteries in the market.3 Similarly to graphite, diamond could 

become a crucial component in betavoltaic  cells, a form of radioisotope generator that 

produces electricity from beta decay. To achieve this, the diamonds used require very specific 

impurities, of which almost none occur naturally.4  

 

Figure 1. The different bonding structures of diamond (left) and graphite (right). The tetrahedral 
lattice, along with strong covalent bonds, results in diamond being the hardest naturally occurring 

material. Graphite consists of layers of hexagonally bonded carbon (Graphene) held together by van 

der Waal forces between delocalised electrons. Unlike graphite, intrinsic diamond does not possess 

any free electrons and thus does not conduct electricity in its intrinsic state. 
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1.1 The theory of growing diamonds 

Surprisingly, diamond is not the most stable allotrope of carbon, with graphite being more 

stable at standard conditions.5 Diamonds are metastable, meaning that there is a large energy 

barrier preventing the spontaneous conversion to graphite. A consequence of this is the 

difficulty of turning other carbon forms into diamond, as graphite is the thermodynamically 

stable form. One approach to grow diamonds was to replicate the natural process. High 

Pressure High Temperature (HPHT) growth involves a carbon source with a metal catalyst 

being compressed to tens of thousands of atmospheres at temperatures reaching up to 2000 K.6 

While HPHT can effectively produce large diamonds, the metal catalyst and other impurities 

usually incorporate into the diamond, resulting in yellow coloration and inferior electronic 

properties.4, 7   

As the standard enthalpies of diamond and graphite are only separated by a negligible 

difference (~2 kJ mol-1), a carbon vapour, which has an enthalpy difference of ~700 kJ mol-1, 

would theoretically condense into diamond and graphite with almost equal probability.8, 9 This 

technique was further improved upon by the addition of excess hydrogen to the vapour, limiting 

graphite nucleation and allowing for only diamond to condense.10 The new technique, deemed 

Chemical Vapour Deposition (CVD), allowed for thin diamond films to grow at much faster 

rates than HPHT by using activated gas mixtures.  

The CVD growth process is simplified in Figure 2, where a stepwise interaction involving a 

carbon containing radical (common consensus being the methyl radical) and a reactive site on 

the substrate surface leads to a growing diamond lattice. CVD diamond growth is often referred 

to as ‘five steps forwards, but four steps back’ as hydrogen atoms often interfere with the steps 

in the growing process, hindering progress.11 

Additionally, the aforementioned model is also an oversimplification, with Ashfold and May 

predicting 20 major steps involved solely in the formation of the methyl radical.12 The 

complexity of the process led to Bachmann et al. collecting data from over 70 growth 

experiments and producing a triangle showing suitable diamond growing conditions (Figure 

3).13 Through further computational modelling, Petherbridge and May have determined that 

the boundaries between diamond growth correspond to changes in the methyl radical 

concentration and a [H]/[C2H2] ratio, reiterating the importance of the methyl and hydrogen 

species in diamond growth.14 Due to hydrogen being a crucial part of the process, modern CVD 

techniques involve gas mixtures consisting of mostly (~99%) H2, leading to hydrogen being 

the most abundant impurity within CVD grown diamonds.15  

Within CVD syntheses, there are numerous ways of gas excitation, with the two main groups 

being heated gas and ionisation plasma methods. Thermally induced CVD growth includes hot 

filament CVD (HFCVD), which activates the gas phase using a hot metal filament. Molecules 

which approach the filament thermally dissociate and diffuse onto the surface of the substrate, 

producing diamond crystals.16, 17 HFCVD is a technique that allows for uniform diamond 

deposition over large areas, however, it lacks control over film morphology and gives rise to 

unwanted impurities from the degradation of the metal filament.  
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Figure 2. Simplified mechanism for the growth of diamonds using chemical vapour deposition. The 
schematic demonstrates the stepwise addition of methyl radical to generate the diamond lattice. Note 

that each step is also reversible, slowing down the growing process. Figure taken from Ref. 11 
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Figure 3. The Bachmann triangle C-H-O composition diagram. The shaded region shows conditions at 

which diamonds grow. Above the region, non-diamond carbon is formed, while no growth is observed 

under the region. Most CVD growths are performed within the small region in the lower left-hand 

corner. Figure taken from Ref. 11 

On the other hand, the gas can be activated via ionisation plasma methods, such as with 

microwave plasma CVD (MWCVD). MWCVD is the most common form of CVD used in 

laboratories due to its ability to produce films with much lower levels of undesirable 

impurities.18 MWCVD utilises microwaves (2.54 GHz) generated by a magnetron to activate 

the gas mixtures. The chambers used within MWCVD reactors are specifically designed to act 

as a resonant cavity to maximise energy transfer and allow for easier plasma ignition (Figure 

4). This phenomenon limits the chamber size, as it needs to be inversely proportional to the 

frequency of the microwave, resulting in a maximum plasma dimension of 6 cm at 2.54 GHz. 

To produce larger diamond films, a lower frequency microwave of 915 MHz is used along with 

a larger chamber, increasing the plasma size to 16 cm.19 While it restricts the size of the 
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diamond film grown, MWCVD’s ability to control impurities and produce high quality 

diamonds makes its one of the most promising techniques for electronic applications.20 

1.2 Diamond as an electronic material 

Diamond is a wide-gap material with an indirect band gap of 5.48 eV.21 Depending on impurity 

concentrations, diamond can demonstrate excellent semiconducting properties (Table 1), 

surpassing other common wide-gap semiconductors like gallium nitride (GaN) and silicon 

carbide (SiC).22 The same can be said for figures of merit (FOM), which are good indicators of 

the utility of various materials within specific use cases. 

Johnson’s FOM describes the suitability of a material for high power and frequency uses, such 

as in transistors.23 Similarly, Keyes’ FOM is another key figure which describes the thermal 

limit of high-frequency switching in semiconductor materials, a useful comparison for devices 

which operate at high temperatures.24 Meanwhile, Baliga’s FOM defines the parameters for 

reducing conduction losses, being a good measure of material performance in low-frequency 

unipolar devices.25 Within these FOM, CVD diamond again surpasses its competitors, 

highlighting its superiority as an electron material and its ability to slot into various 

applications. 

 

 

 

Figure 4. Schematics of a) HFCVD and b) ASTEX MWCVD commonly used to grow diamonds. 

Figure taken from Ref. 11 
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However, to take advantage of these electronic properties and apply them towards electronic 

devices, diamond must be doped with impurities. Doping is a common process where an 

intrinsic material has a small number of foreign atoms introduced to add electrons or holes. 

When comparing the band gap of an n (negative) and p (positive) type semiconductor against 

an intrinsic, the effects of doping become clear (Figure 5). The introduction of a lower level 

accepting band reduces the energy needed to promote an electron from the valence band, 

generating more positive holes, hence being called p-type doping. Meanwhile, the introduction 

of a higher-level donating band reduces the band gap, increasing the number of negatively 

charged electrons in the conduction band and thus is called n-type doping. 

For diamond, trivalent and pentavalent atoms would be suitable dopants to generate p-type and 

n-type semiconductors, respectively. One such example is boron, with boron doping into 

diamond being able to convert the usually insulating material to an effective p-type 

semiconductor.26 As boron doping has a relatively low activation energy (0.37 eV), a high level 

of doping is possible to the point where boron doped diamond (BDD) can exhibit near-metallic 

conductivity.27, 28 The actual process of growing p-doped diamond via MCVD is simple, as 

only a tiny fraction of boron-containing molecules are needed in the gas mixture. On the other 

hand, finding a suitable candidate and process for n-type doping of diamond has remained one 

of the most difficult tasks, being deemed the ‘Holy Grail’ of diamond research.29 This difficulty 

is largely due to the tight diamond lattice restricting the size of the dopants, limiting the choices 

of dopants to light atoms.30 While n-type doping of diamond using phosphorous or nitrogen is 

achievable, the two atoms generate deep donor levels, hindering its utility in electronics.31 A 

Table 1. Material Properties of CVD-grown diamond compared to common semiconductors Si, 4H-

SiC, and GaN. 4H-SiC was chosen for the comparison as it is deemed the most suitable for electronic 

applications. Table modified from Ref. 22 
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consequence of the elusive n-type dopant has led to diamond electronics research focusing 

mostly on unipolar devices, which only need one doped semiconductor.22 

1.3 Schottky Diodes 

Schottky barrier diodes (SBD) are an example of such unipolar devices, as they only require 

one type of semiconductor.  When compared to conventional diodes, SBDs consist of a junction 

between a semiconductor and a metal (a Schottky barrier) rather than a semiconductor-

semiconductor junction (Figure 6). SBDs offer unique advantages with higher sensitivities and 

faster recovery times compared to PN or PIN junction diodes.32 In principle, SBDs act like 

normal diodes, where an applied voltage allows for current to flow easily in one direction while 

offering high resistance in the other, acting as a one-way switch. The one-way characteristics 

result from the formation of a potential barrier between the semiconductor and the metal, which 

shifts depending on the voltage applied (also referred to as a bias). SBDs have a lower forward 

voltage drop, the voltage required for a forward current to pass, leading to a higher efficiency 

with less energy lost to heat.33 Conversely, they suffer from low breakdown voltages, typically 

being lower than 50 V. A consequence of this is reverse leakage currents being higher than in 

conventional PN junctions. Despite that, implementation of Schottky diodes as a bypass in 

solar cells has demonstrated enchantment in photo-response and efficiency due to their lower 

forward drop voltages.33, 34 

Research into diamond Schottky diodes started only in the late 1980s, with one of the earliest 

CVD diamond Schottky diodes (DSD) already reporting a room temperature breakdown 

voltage of 200 V.35 Since then, DSD have yielded innovations within the field, with BDD 

Figure 5. Band gap diagrams of an (a) Intrinsic, (b) Boron-doped, and (c) Nitrogen-doped diamond. 

The introduction of boron into the diamond creates a shallow acceptor level at 0.4 eV. Meanwhile, the 

introduction of nitrogen results in a deep donor level at roughly 1.7 eV. Due to the depth of the donor 

level, nitrogen doped diamonds have their electronic properties hindered by larger energy barriers. 
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incorporated as a key component in the first Schottky diode to operate at 1000 °C.36 In 2015, a 

DSD which reported breakdown voltages of 713 V at 400 °C was produced, already being at 

the cusp of the theoretical limits of SiC at high temperatures.37 The replacement of SiC diodes 

with DSD in high-temperature applications is expected to reduce energy loss by 90%, 

conveying diamonds' pivotal influence.38 There have also been tremendous improvements from 

the 200-volt breakdown value, with a DSD developed in 2003 recording the highest breakdown 

value (>6 kV) of any semiconductor Schottky diode.39 This record value is a result of 

MWCVD’s remarkable selectivity over impurities combined with further annealing to remove 

embedded hydrogen, producing an exceptionally pure semiconducting diamond.  

Even with these promising results, diamond Schottky diodes have yet to enter the market, with 

only prototypes being brought forth. In order for diamond power devices to take hold, many 

challenges related to material production, reliability, device fabrication, and integration will 

have to be tackled.40 This sentiment is echoed in the diamond semiconductor market, which 

experts expect to grow only by $200,000 from 2022 to 2028, falling behind other 

semiconductor substrates.41 However, various investors and startups still seem to believe that 

there is much promise behind diamond semiconductors, with startups garnering much attention 

and funding in recent years. Ookuma Diamond Device (ODD), a startup in Japan, has raised 

~$27 million in 2024 to produce the world's first diamond semiconductor manufacturing 

plant.42 Diamfab, another startup specialising in diamond semiconductors, have secured annual 

funding of $9.2 million in 2024 from various investors.43 Thus, it is clear that the diamond 

semiconductor market is still emerging, with various innovations still being discovered and 

researched upon. The most eye-catching of which is the announcement by the University of 

Bristol in 2016 describing a diamond battery made from nuclear waste.44  

Figure 6. Comparisons of common semiconductor devices. (a) A vertical Schottky barrier diode using 
only P-type semiconductors with P+ signifying a layer with higher doping concentration. A Schottky 

contact is used to form a Schottky junction between the semiconductor and metal. (b) A PIN diode 

consisting of an intrinsic semiconductor sandwiched between a P+ and a N layer, with Ohmic contacts 

on both the front and the back of the diode. (c) A simple photovoltaic (PV) cell using a PN junction. 
Due to their indirect band gap, diamond semiconductors cannot be utilised for PV applications, which 

require direct band gaps. Diagrams modified from Ref. 42 
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2. Betavoltaic cells 

Akin to how SBDs are utilised in solar cells, the diodes can be applied to nuclear batteries, 

acting as direct converters of nuclear energy into electricity (Figure 7). Radioisotope batteries, 

initially theorised in 1913, utilise the high energy density found within decaying radioisotopes 

to create extremely long-lasting batteries.45 Radioisotope decay results from unstable nuclei 

that have too many or too few neutrons, which undergo the process to return to stable nuclear 

configurations. The decay itself is a random process, being impossible to predict at an atomic 

level and only approximated for the bulk. There are three main processes of radioactive decay: 

alpha, beta, and gamma. In alpha decay, an unstable parent nucleus forms a daughter nucleus 

by the release of an alpha particle (helium 4 nucleus) consisting of two protons and two 

neutrons.46 The resulting daughter nucleus is often in an excited state where it decays further 

via the emission of gamma photons (gamma decay). On the other hand, in beta decay, a neutron 

decays into a proton, releasing an electron and an anti-neutrino. Similar to alpha decay, beta 

decay can also lead to an excited nucleus, giving rise to further gamma decay.  

To harness the energy of radioisotopes, high-energy particles emitted from the decay process 

promote electrons, generating electron-hole pairs (Figure 7). The pairs which are generated 

within the depletion region are pulled through the junction by the depletion field, producing 

electric power. Batteries which tap into alpha and beta decay are deemed alphavoltaics and 

betavoltaics, respectively. Gammavoltaic cells have also been produced but are challenged by 

the high penetrating nature of gamma rays, requiring various protective measures.47 Likewise, 

Figure 7. Comparison of the familiar solar cell and the principle of operation for a solid-state 

radioisotope generator using semiconductor materials as direct energy converters.  Figure modified 

from Ref. 1 
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alphavoltaics suffer from severe degradation of the semiconductor crystal by the high-energy 

alpha particles, leading to lower efficiency and loss of performance over time.48 These 

disadvantages have led to betavoltaics becoming the most attractive choice for radioisotope 

batteries, being applicable as very small, reliable, and durable power sources.49   

The development of betavoltaic cells follows closely to the history of Schottky diodes. The 

theoretical maximum efficiency of betavoltaics has been in debate, with the value also 

depending on both the semiconductor material and the metal contact. Olsen theorised that the 

use of wide band gap semiconductor junctions in betavoltaics reduced current leakage, with 

higher efficiency also correlating with larger band gaps.50, 51 Similar to the Shockley Queisser 

limit frequently discussed in the field of photovoltaics, betavoltaics are supposedly limited to 

a maximum conversion efficiency proportional to the band gap. In 1968, Klein proposed a 

phenomenological model to understand radiation ionisation energies in semiconductors. 

Through various calculations, the model demonstrates that the average radioactive energy 

consumed by each electron-hole pair is directly dependent on the band gap and optical photon 

losses.52 This has significant implications for diamond-based betavoltaics, as diamond holds 

one of the highest band gaps of any semiconductor and thus would have a relatively high 

theoretical conversion limit. 

Meanwhile, silicon, the most widely used semiconductor, has a band gap of 1.12 eV and is only 

thought to have a maximum conversion efficiency of 14%.53 The lower radiation resistance of 

silicon also meant poorer operating lifetimes and efficiencies, making Si-based betavoltaics 

undesirable. Monte Carlo simulations of 63Ni betavoltaic cells with GaN, SiC and Diamond 

Schottky diodes show conversion efficiencies of 16.8%, 22.0%, and 31.3%, respectively, 

highlighting the hierarchy of semiconductors.54 Other theoretical studies gain similar 

conclusions, with the order of GaN and SiC being debatable, but one recurring conclusion is 

the superiority of diamond.55, 56 One prominent issue within betavoltaics is the process of 

actualising the proposed theoretical efficiencies. GaN suffers harshly from this, with recent 

GaN betavoltaic cells possessing efficiencies within the 0.1-2% range, a far cry from its 

theoretical potential.57-59 On the other hand, in 2016, high-efficiency SiC betavoltaics with 

record conversions of 18.6% have been demonstrated, getting much closer to the maximum.60 

GaN’s shortcomings likely result from large numbers of defects present from the 

manufacturing process, and is also disadvantaged by its direct band gap, which does not couple 

as effectively with radioisotope sources.55  

More importantly, a betavoltaic cell produced by Shimaoka et al. in 2020 using a diamond p-n 

junction has shown great success, achieving an ultrahigh conversion efficiency of 28%, the 

highest of any betavoltaic cell.61 The 2020 paper utilises a p-n junction rather than an SBD as 

they have larger potential barrier heights of ~4.5 V (compared to ~2 V for diamond SBD). The 

lower barrier height of SBD reduces the efficiency drastically, resulting in ~60% of potential 

power conversion being lost for diamond SBD-based devices.62 Furthermore, Delfaure et al. 

have utilised a diamond p-i-m junction to produce a betavoltaic cell with an outstanding open-

circuit voltage and short-circuit current of 1.85 V and 7.12 µA, respectively.63 These 

characteristics are unprecedented within Nickel-based betavoltaics, offering short circuit 

currents and open circuit voltages higher than those found in Si, 4H-SiC, and GaN cells.64 
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These results by Shimaoka et al. and Delfaure et al. highlight the prospects of which diamond 

betavoltaics cells can achieve. This prospect is also demonstrated by the diamond battery start-

up companies such as Arkenlight and NBD, which have surfaced in recent years.65, 66 

Meanwhile, diamond SBD betavoltaics have not met their full potential, being limited to 

conversion efficiencies of only a few percent.1, 62, 67 Still, SBD-based betavoltaics cells 

produced by Bormashov et al. in 2015 showed much promise, even with a total conversion 

efficiency of 0.6%. The cell, made from 130 Pt/diamond diodes stacked together, had an output 

power density of 3 nano-Watts/cm2, giving rise to a battery-specific energy of 120 mWh/g, a 

value competitive with chemical batteries.1 In 2018, Bormashov et al. pioneered the field of 

betavoltaics, improving upon their previous design by stacking 200 SBDs in a more efficient 

pattern (Figure 8). The compact nuclear battery had outstanding output power densities of 10 

micro-Watts/cm3 and battery-specific energies of 3300 mWh/g, an order of magnitude higher 

than chemical batteries.62  

The first commercial betavoltaic cell utilised a radioactive promethium source and was used to 

power pacemakers in the 1970s.68 Since then, most of the betavoltaics discussed in this review 

have opted to utilise 63Ni as a radioisotope source for energy. In addition to its long half-life of 

~100 years, radioactive nickel is commonly used as it is easier to handle than other sources 

(3H, 90Sr, and 147Pm) and offers a lower energy beta spectrum that is suitable for less radiation-

hard materials like SiC and Si.69, 70 Strontium 90 (and 90Y) offer one of the highest power 

densities of the beta decay sources but is incompatible for longer lifetimes due to severe 

displacement damage to the semiconductor from high-energy beta particles (Table 3).71  

Figure 8. Diagrams of the two betavoltaic devices produced by Bormashov et al. (a) A singular cell in 

the nuclear battery prototype from 2015.1 Low enriched Ni-63 was deposited electrolytically onto the 
stable Ni foil. Platinum Schottky contacts were employed between the Ni-63 source and the diamond 

while ohmic contacts of Ti/Pt/Au were made on the backside of the diamond substrate. The diamond 

cell had a less-doped drift layer which acted as the energy absorption region of the cell. (b) Cell 

packaging scheme for the revolutionary betavoltaic battery fabricated in 2018.64 The cell uses ultra-thin 
diamond converters consisting of a low-doped drift layer (~15 µm) and the remains (<0.1 µm) of the 

heavily doped p+ substrate. For the ohmic contacts the same metal mixture was used as in the 2015 cell 

while Ni was used for the Schottky contacts. Figure modified from Ref. 64   
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Table 2. Summary of key properties for betavoltaics of commonly utilised beta-emitters. Table modified 

from Ref. 74. 

While being lower than 90Sr, Tritium (3H) offers a high power density of roughly 50 times 

higher than 63Ni with the added benefit of not damaging the semiconductor as heavily.72 

Furthermore, tritium is readily available as a nuclear waste by-product and can easily be 

incorporated into various metals and organic compounds to act as solid sources of beta decay.73 

Titanium tritide is a common solid source for tritium-based betavoltaics as it offers a higher 3H 

density than the gas form, allowing for a higher beta ray density and more power.74 Tritium 

betavoltaic cells have already been commercialised by City Labs, utilising a tritiated metal 

hydride foil and semiconductor p-n junction.75 However, with solid tritium sources, self-

absorption of the beta particles is a common issue that hinders betavoltaic power outputs and 

conversion rates. Li et al. deduced from simulations that the power emitted from Titanium 

tritide films that were 0.7 µm thick had negligible differences when compared to thicker films, 

citing self-absorption as the main cause.76 This is not specific to only tritium, as Monte Carlo 

simulations of 63Ni beta particle transport have also shown self-absorption to be the major cause 

of efficiency loss, demonstrating it to be a critical issue within betavoltaics.77 Furthermore, 

within low-output sources (3H, 63Ni, and 14C), carrier recombination was also found to be a 

major contributor towards efficiency loss, an issue that is somewhat addressed by the use of 

wider band gap semiconductors like diamond.78  

To address these limitations, semiconductor material that can integrate the betavoltaic sources 

within themselves, and thus reduce self-absorption, have been researched upon. Chepurnov et 

al. have proposed such a device, utilising a nano porous SiC substrate implanted with 14C as a 

radioactive source.79 Similar to tritium, Carbon 14 is a purely beta-emitting source that is 

readily available as it is a large by-product of graphite-moderated nuclear reactors.80 Although 
14C lacks similar power densities to 3H and 63Ni, its shortcomings are superseded by its 

extremely long half-life of 5,730 years.72 Moreover, 14C has the unique ability to act as both 

the beta source and electrode due to its highly conductive properties. This was first 

demonstrated in 2020 by Hwang et al. who developed a dye-sensitised betavoltaic cell where 
14C simultaneously acts as the beta emitter and a counter electrode.81 Additionally, with the 

recent technological developments within the diamond industry, self-glowing diamonds 

incorporated with radioactive 14C have been grown by HPHT.82 This opens up the possibility 

for creating semiconductor-based betavoltaics using radioactive diamond as both the beta 

source and the diode converter. This significant milestone was reached in December 2024 by 

the UK Atomic Energy Authority and the University of Bristol, who have developed the first 
14C battery, which has the potential to provide power for thousands of years (Figure 9).83  
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However, the decay process of the 14C atoms can have long-term effects on the electronic 

properties of the material. The beta-minus decay process involves the conversion of a neutron 

to a proton; when a 14C atom undergoes beta decay, it transforms into a 14N atom. This 

substitution can have consequences for the properties of the bulk diamond due to changes in 

lattice constants. A density functional theory (DFT) computational study of 14C diamond 

performed by Li et al. has shown that the conversion from 14C to 14N has a strong influence on 

the band gap. Depending on the configuration of new lattice, the material can exhibit metallic 

behaviour or act as an indirect band gap semiconductor.84 Therefore, a 14C-12C betavoltaic cell 

can exhibit p-n or Schottky junction characteristics depending on the new configuration which 

occurs. While the addition of N to the lattice reduces the stability, the short circuit current of 

the cell seems to increase, with the more stable configurations resulting in lower band gaps for 

the system. This transformation seems to work in favour of 14C betavoltaic cells, adding donor 

impurities as the decay process occurs, but due to 14C’s long half-life, it will be difficult to 

utilise this practically. Furthermore, 14C batteries are still in their infancy, requiring further 

research and development to be established commercially.  

3. Tritium Batteries 

3.1 Hydrogen within diamonds 

Building upon the idea of radioactive diamond betavoltaic cells, tritium is another source which 

can be incorporated into the diamond lattice. Infra-red absorption spectra of natural diamonds 

have shown hydrogen to already be a major impurity found within defects of the crystal.85 The 

majority of the hydrogen is found within proximity to the surface, acting as a termination for 

the ‘dangling’ bonds found at the ends. Interestingly, the sub-surface (deeper than 4000 Å) 

concentration of hydrogen remains almost constant throughout, being in the range of 100-1000 

ppm (~1019 to 1020  atoms).86 Just how this hydrogen is incorporated into the diamond remains 

Figure 9. The radio luminescence of the synthetic 14C diamond film developed by 

the University of Bristol and the UKAEA. The weak luminescence was captured 

using a low light intensity camera. Image taken from Ref. 85 
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under debate, with IR spectra showing conflicting results of covalently bound hydrogen 

between sp3 and sp2 hybridised stretching modes.87 Furthermore, by the use of muonium 

models, hydrogen (and H2) is also thought to be able to occupy multiple interstitial positions, 

each with different symmetries.88, 89 While this hydrogen incorporation can have adverse effects 

on the electronic properties of the diamond, it also opens the possibility of incorporating tritium 

into the diamond bulk as a beta source.90 This opportunity is present for various materials but 

is especially advantageous for diamond as it is deemed to be one of the most optimal 

semiconductors used to convert tritium decay energy.55  

When compared to natural diamonds, synthetic HPHT diamonds show similar but slightly 

higher hydrogen concentrations ([H2]) ranging from roughly 8×1019 to 1.6×1020 atoms per cm3  

(450-900 ppm) in the bulk.91 Meanwhile, CVD grown diamonds would be expected to have 

much higher hydrogen contents due to their high [H2] growing environments of ~95-99% being 

much higher than the [H2] found in the earth’s crust or HPHT.92 However, this does not seem 

to be the case, with Dischler et al. observing MWCVD grown polycrystalline diamond (PCD) 

films to have hydrogen contents between 4000-9000 ppm (8×1020 to 1.6×1021 atoms per cm3), 

only an order of magnitude larger than values reported for natural and HPHT diamonds.87, 91 

Additionally, analysis of [H2] in diamond-like carbon shows similar results, where CVD films 

grown under a 75% hydrogen gas mix had only 4% more [H2] than a film grown under 25% 

hydrogen.93 The results demonstrate that increasing the [H2] in the CVD growing atmosphere 

does not necessarily correspond to higher hydrogen content and is thus not an effective 

technique for the hydrogen loading of diamonds.  

As touched upon briefly, a higher incorporation of hydrogen into the diamond could result in 

adverse effects on the properties of the crystal. Haque et al. noted that arc-jet deposited 

diamonds with higher hydrogen contents displayed darker colours.94 With these darker 

diamonds, a larger full-width at half-maximum value was also observed for the diamond 

Raman peak at 1332 cm-1, implying a poorer quality diamond. To supplement these findings, 

Tang et al. suggest that the hydrogen content of diamond films correlates with the crystalline 

and phase quality, where diamond films that suffer from secondary nucleation or an increase 

of non-diamond components have higher hydrogen incorporation.95 The aforementioned 

experiment by Dischler et al. shows that, apart from at the surfaces, hydrogen is predominantly 

found within grain boundaries and dislocations within the crystal.87  

3.2 Difficulties of using tritium 

It is important to distinguish the difference between hydrogen and its isotopes. While a 

hydrogen atom consists of only a single proton (and electron), the deuterium and tritium atoms 

contain one proton (and electron) with one and two neutrons, respectively (Figure 10). Other 

than causing the nucleus to become unstable in tritium, these extra neutrons increase the mass 

and size of the atoms, possibly influencing the way in which they interact with the diamond 

lattice. Therefore, tritium, deuterium, and hydrogen might not interact in identical ways during 

diamond incorporation. This introduces further challenges to evaluating tritium incorporated 

diamond batteries, being the risks and elusiveness associated with the radioisotope.  
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In the atmosphere, tritium is produced by nuclear reactions of gaseous atoms with cosmic rays 

at an approximate rate of 0.12 atoms cm-2 s-1.96 Much of this tritium produced in the atmosphere 

is absorbed into oceans and various bodies of water, forming tritiated water (HTO). A miniscule 

amount of tritium is also found in the earth’s crust from the decay processes of lithium-6, 

uranium and thorium occurring in the rock. This formation has a production rate of ~0.001 

atoms cm-2 s-1, which is evidenced by the presence of the isotope helium-3 in igneous rock.96 

With these processes combined and by factoring in the half-life of tritium (~12 years), the 

natural tritium inventory is thought to consist of around 2800-3500 grams (1-1.3 EBq), with 

99% present in the water cycle as HTO.97 However, it would be remiss to not discuss the 

artificial production of tritium, especially as a by-product of nuclear reactors, where most of 

the tritium utilised for betavoltaics would theoretically be sourced from. In light water reactors 

(LWR) tritium is produced from thermal neutron irradiation of helium-3 or lithium-6 and by 

the fast neutron bombardment of boron-10, nitrogen-14, and lithium-7.98 Tritium is also the 

dominant radioisotope present in releases from heavy water reactors (HWR), resulting from 

neutron capture of the deuterium present in the water. A single CANDU-type HWR is said to 

generate between 100 and 200 grams of Tritium a year, with 90% of this being in the form of 

tritiated heavy water.99 As the tritium required in a betavoltaic device would be negligible 

compared to the amount produced by the dozens of HWRs around the world, the supply of 

tritium is not a concern.  

The issue instead stems from the difficulty of refining and containing tritium, whose propensity 

for leaking makes it the radioisotope with the highest exposure rate (for electricity generation-

related radiation) around the world.100 Still, many tritium removal facilities (TRFs) exist, with 

the most prominent being the Wolseong TRF in South Korea (Figure 11).101 Guided by the 

prospects of fusion energy, more facilities are being developed, such as the Cernavoda TRF in 

Romania and the tritium research facility, H3AT, by the UKAEA.102, 103 Aside from radiation 

exposure, TRFs raise further safety concerns as the radioisotope is a crucial component in 

boosted fission bombs, which require only a few grams of the isotope. This concern is justified, 

as commercial reactors, such as the Savannah River TRF in the US, have already been used to 

Figure 10. The three most stable isotopes of hydrogen. Protium (A = 1) is commonly referred to as just 

hydrogen. Hydrogen is the most common isotope, with an abundance of >99.98%. While hydrogen and 

deuterium are stable, tritium is unstable with a half-life of ~12 years.  
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produce tritium for military purposes.104 Due to this, any production of tritium is regulated, 

making it difficult to acquire the isotope and resulting in tritium being one of the most 

expensive substances by weight. With these considerations in mind, the use of tritium in 

experimental contexts of batteries seems too costly and hazardous, therefore, opting to use 

deuterium, the isotope of hydrogen closest to tritium, is a reasonable alternative. Additionally, 

comparison between deuterium and hydrogen could highlight possible differences resulting 

from a change in the mass of the atom, which can be extrapolated towards tritium. 

3.3 Investigation into deuterated diamonds 

Experiments by growing single crystal diamond (SCD) homoepitaxially in a 

deuterium/methane atmosphere (1.5% CH4 in deuterium) have yielded surface deuterium 

concentrations of 1.70 × 1015 atoms per cm2 and a bulk deuterium and hydrogen content of 

roughly 1.0 × 1019 atoms per cm3 at depths below 1.5 nm.105 Although the surface deuterium 

content is similar to those reported for hydrogen-grown CVD diamonds, the bulk concentration 

corresponds to roughly 50 ppm, being much lower than the usual hydrogen content of the 

diamond bulk.91, 106 Mizuochi et al. reported higher quality diamonds from CVD growths in a 

deuterium-rich atmosphere due to an increased suppression of point defects within the 

lattice.107 A higher etching rate of ~30% was also observed for the deuterium mixture when 

compared to hydrogen. Bogdanowicz et al. observed that growing BDD using a deuterium-rich 

environment (99/1/0.005, D2/CH4/B2H6) resulted in higher doping concentrations, with less sp2 

phases and C-H defects being found.108 While this is an improvement towards achieving higher 

doping concentrations, the lower number of defects could result in a lower bulk deuterium 

incorporation as hydrogen is found to incorporate into the defects in CVD diamonds.109 

Furthermore, as the growth took twice as long to achieve the same film thickness as in a 

hydrogen environment, growing diamonds in a deuterium atmosphere might not be suitable for 

tritiated diamond betavoltaics.  

Figure 11. The Sizewell B nuclear power station (left) is the only commercial LWR in the UK. The 
reactor stores its spent fuel and waste in underwater and dry cask storages. The Wolseong nuclear power 

plant (right) hosts four CANDU reactors and the Wolseong TRF, which processes and removes the 

tritium in the heavy water used as reactor coolant. Figures taken from public domain, via Wikimedia 

Commons. 
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Another option that is utilised frequently is the ion implantation of deuterium into diamond 

(Figure 12). During ion implantation, deuterium ions are accelerated across potential 

differences and, upon hitting the diamond, are implemented into the lattice. The potential 

differences that they are accelerated with can have an impact on the number of ions embedded 

into the substrate, with higher energy correlating to better ion retention.110 That being said, ions 

of sufficiently high energy can damage the crystal structure, so a fine balance is required. One 

advantage which ion implantation has over the passive incorporation of CVD is that the higher 

energy particles can incorporate into areas with higher energy barriers. These areas being 

outside of grain boundaries and defects, which are difficult for lower energy particles to occupy. 

This was observed by Pittard et al. in the thermal desorption spectroscopy (TDS) for diamonds 

bombarded with deuterium, where a second D2 peak appears at higher temperatures. This 

second peak is not seen for HD and H2, suggesting the deuterium had embedded itself in a 

higher energy position which hydrogen could not, with the likely candidate being inter-grain 

binding sites.111 However, ion implantation is limited to penetration depths proportional to the 

energy, with deuterium ions with an energy 1000 eV not being able to successfully penetrate 

towards the depths where hydrogen is observed. Furthermore, molecular dynamics studies 

done by Pittard et al. show that deuterium ions with energies of 140 eV have max penetration 

depths of 5 nm, not being sufficiently deep enough for bulk loading of diamond.111 

Within diamond and other conventional semiconductors, hydrogen can diffuse deep into the 

bulk during CVD growth. If this diffusion can be replicated outside of the CVD process, a 

method to incorporate deuterium deeply into diamonds can be achieved. Ballutaud et al. 

investigated the diffusion characteristics of deuterium in diamond by exposing undoped PCD 

to deuterium plasma.112 The diamond samples were initially annealed at 1200 °C in an ultra-

Figure 12. A render taken partly through simulation of diamond being bombarded by deuterium atoms 
modelled by Pittard et al.113 The red line represents the surface of the diamond, with the dashed line 

showing the cut-off point, beyond which ions were not measured. The black and blues lines represent 

the atom densities carbon and deuterium. The implanted deuterium atoms are seen to congregate around 

the surface, not breaching into the bulk of the diamond. Figure taken from Ref. 113 
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high vacuum to remove hydrogen present from the CVD process. After two hours of exposure 

to either a deuterium radiofrequency plasma at 500 °C or a deuterium microwave plasma at 

800 °C, the diamonds demonstrated deuterium depth profiles up to a few hundred nanometres. 

The radiofrequency plasma showed the most promising depth profile, recording deuterium 

concentrations of roughly 1 × 1017 atoms per cm3 (~1 ppm) at 600 nm deep in the bulk.112 Yet 

again, the deuterium diffusion was found to be mainly governed by the defects found within 

the polycrystalline structure of the diamond.  

Deuterium diffusion experiments on BDD show more promise, demonstrating high deuterium 

concentrations of 300-600 ppm (~1019 atoms per cm3) at depths up to ~750 nm.90 This increase 

is proposed to be due to the formation of stable boron-deuterium pairs, which are also seen to 

passivate the boron acceptors.113 These retention values are comparable with the concentration 

of hydrogen found within natural diamonds, with higher boron doping concentrations 

corresponding to higher diffusion depths. Other deuterium diffusion studies on BDD have 

demonstrated similar extents of deuterium loading, also showing higher plasma temperatures 

to correlate with higher concentrations.114, 115 Within these experiments, the deuterium 

concentration with respect to depth falls off much faster for monocrystalline samples rather 

than polycrystalline, further supporting the role of defects and grain boundaries within 

deuterium loading. 

4. Aim of thesis 

Due to the high potential demonstrated by deuterium diffusion experiments, this thesis aims to 

investigate the potential of tritiated diamond betavoltaics by loading various diamond samples 

with hydrogen and deuterium in a heated gas environment. The diffusion runs will be 

performed with hydrogen and deuterium gas to determine if any differences arise from the 

change in isotope and thus extrapolate those findings towards tritium. Different diamond 

samples will also be used to determine the effect of defects and grain boundaries on the 

concentration of deuterium implemented into the diamond to determine the most suitable 

diamonds for tritium betavoltaic applications.  

 

5. Experimental 

5.1 Overview 

To determine the efficacy of thermal diffusion, various samples of differing morphology had 

to be analysed. Both boron-doped PCD (BDPCD) and boron-doped SCD (BDSCD) samples 

were utilised to investigate whether the number of grains and boundaries would influence 

hydrogen isotope retention. Additionally, a pristine SCD sample of which roughly three-

quarters was graphitised was also used, with the non-etched section acting as a pristine control.  

After an initial hydrogen run with a PCD sample, multiple samples of varying types were 

loaded with deuterium. After the loading process, samples were placed onto specifically 

designed quartz ‘boat’ vessels, which were pushed into the tube furnace. The furnace was set 

to ramp up to 1000 °C and hold for four hours. After the diffusion process, the samples were 
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re-weighed, and the surface was analysed further via the LEXT laser microscope and Raman 

spectroscopy. Subsequent analysis into deuterium and hydrogen content was done through 

secondary ion mass spectrometry (SIMS), with one BDSCD sample being analysed using TDS.  

5.2 Sample Preparation 

Freestanding BD PCD and pristine SCD films were sourced from Element6 (Ascot, United 

Kingdom). The BD PCD were 9 mm by 5 mm and 0.35 mm thick, while the pristine SCD chips 

were 6.8 mm by 3.3 mm and 0.2 mm thick (Figure 13). Both films were grown using CVD and 

laser cut to their respective sizes. The surface roughness of the BDPCD was left as grown, 

while the SCD was polished to an average roughness of less than 30 nm.116 

To produce a BDSCD, a boron-doped layer was grown on top of the pristine SCD using the 

ASTEX-type MWCVD reactor in the diamond lab (Figure 14). The growing conditions are 

listed in Table 4 and correspond to a gas mixture of 99% H2 with a ~0.25% boron concentration 

relative to carbon, considered a high doping concentration. The gas flow rates were controlled 

using mass flow controllers (MFC) and were measured in standard cubic centimetres per 

minute (SCCM). Plasma was initially struck at a microwave power and pressure of 0.7 kW and 

15 torr, respectively, after which the pressure and power were increased in tandem, maintaining 

a power and pressure (kW:torr) ratio of 100 until growing conditions were reached. H2 was 

flowing throughout the striking process, while methane (CH4) and diborane (B2H6) gas were 

only enabled after the system reached 50 torr. The diborane gas used for the growth consists of 

5% w/w% B2H6 in H2. Previous calibrations done in-house suggest the growth rate of diamonds 

in a high boron atmosphere to be around 1.5 μm/hour; therefore, the doped layer is expected to 

be less than a micron thick after 30 minutes of growth. 

Table 3. The CVD growing conditions were used for the boron doped layer on the BDSCD sample. 

Temperature was measured using a pyrometer  

On a different pristine SCD, graphitised regions were introduced into the diamond via the use 

of an Oxford Lasers (Oxfordshire, United Kingdom) Alpha 532 laser micromachining tool 

(Figure 15). The machine uses a diode-pumped nanosecond laser with a wavelength of 542 nm. 

Figure 13. Image of the three types of samples investigated. The freestanding BDPCD (left) is larger 

than the other samples and is fully boron doped. The BDSCD (middle) is a pristine diamond with a thin 
boron doped layer grown using a CVD reactor. The graphitised SCD (right) uses the same base as the 

BDSCD but has been laser cut using the laser micromachining tool in the diamond lab. 



20 

 

The laser spot is ~5 micrometres in diameter and can reach powers up to 5 W at 10 kHz. Fifteen 

digits were etched into the surface, each digit being 4500 μm long with a thickness of 20 μm. 

To help the laser focus on the transparent sample, a marker was used to black it out before the 

etching process. Etching of the surface using such a laser is shown to result in graphitisation, 

inducing defects and converting the diamond into graphitic carbon.117  

Each sample was weighed before and after hydrogen/deuterium loading to determine whether 

the loading process would result in a change in mass, either from the etching of the sample or 

through implantation of hydrogen/deuterium atoms. The weighing was done on a five-decimal 

gram scale with a detection limit of 0.01 mg. The weighing process was done in the synthetic 

laboratories at the University of Bristol, where the specific five decimal scale is housed. 

Figure 15. The Laser Micromachining tool at the diamond lab. The apparatus is commonly used to 

cut or etch at diamond and other hard materials.  

Figure 14. The ASTEX-type CVD reactor during growth of a diamond. The plasma is observed to be 

purple due to a mixture of CH4 and H2 gas. During boron doping, an orange halo is typically observed 

at the top of the plasma. The diamond can be seen glowing red hot due to the high temperatures involved 

in the process. 



21 

 

5.3 Configuring the Tube Furnace 

A Nabertherm (Bremen, Germany) compact tube furnace (Figure 16) was used for the heating 

process. The furnace had to be configured and adjusted to be suitable for hydrogen and 

deuterium loading applications. The furnace has a maximum temperature of 1200 °C and is 

designed for laboratory use in under atmosphere and vacuum conditions. The furnace was also 

fitted with a long quartz tube for samples, which was designed for low pressure use. Metal-

quartz tube fittings had to be adapted at the glass workshop in the University of Bristol 

Chemistry Department to form glass joints between the quartz tube and Swagelok tubing for 

gas and vacuum. 

To control and regulate the pressure within the system, the tube furnace was fitted with two 

pressure monitors, a BARATRON pressure transducer (MKS instruments Ltd., Massachusetts, 

United States) for high pressure measurements and a THERMOVAC TM 101 (Leybold GmbH, 

Cologne, Germany) was added later for low pressure readings. The system was also rigged 

with a Burkert flow controller, where a valve leading to the vacuum pump could be adjusted to 

control the overall pressure of the system. 

5.4 Leak Testing and Proofing of the Furnace 

Upon previous runs performed by another student, diamond samples in a heated nitrogen 

atmosphere exhibited heavy etching, suggesting an oxygen leak was present in the system. 

When left under vacuum (~10 torr) and isolated from the pump, the system experienced an 

increase in pressure from 30 torr to 50 torr in roughly six minutes. Nitrogen was flowed through 

Figure 16. Annotated image of the initial setup used for the Tube Furnace; improvements were added 

after leak testing. Photograph taken in October by Gurjosh Barn, another student at the diamond lab.   
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the furnace at 5 and 10 SCCM, leading to pressures increasing from 30 to 50 torr in 230 and 

155 seconds, respectively. As both measurements will have the same baseline leak rate, it was 

determined that a leak rate of 5 SCCM corresponded to an increase from 30 to 50 torr in 75 

seconds. From this, the initially observed six-minute leak rate corresponded to a leakage of ~1 

SCCM, being deemed unsuitable for an H2 run. 

Through repeated leak experiments isolating different parts of the system, the majority of the 

leak was found to result from the glass joints of the quartz tube. PTFE plastic was subsequently 

applied around the joints to provide a better seal. Upon further reconfiguration to reduce strain 

on the glass joints with the PTFE, the system took 668 seconds to go from 30 to 50 torr, 

corresponding to a leak rate of 0.56 SCCM. This rate was deemed satisfactory to proceed with 

a test run using H2 gas. 

5.5 Etching Test Run 

To ensure samples would not be etched too heavily, a scrap polycrystalline BDD was used for 

a test run. The sample was inserted into the quartz tube, and the system and gas lines were 

evacuated of all gas. The hydrogen line was fitted to the tube furnace with a TYLAN 2900 

(Merck Millipore, Massachusetts, United States) mass flow controller (MFC), allowing for the 

flow rate of H2 to be controlled. The H2 MFC is controlled in terms of percentages of the 

maximum flow rate, being 250 SCCM; therefore, a setting of 0.6 would correspond to a flow 

rate of 150 SCCM. 

The system was subsequently purged under a 250 SCCM flow of hydrogen, with the vacuum 

valve set to its maximum (73.0% open). The valve position was set to be 54.0% open, after 

which pressure stabilised within a range of 350-400 torr. The heating program was started at 

room temperature and took 40 minutes to reach 1000 °C. Due to the thermal expansion of the 

gas, the valve had to be opened to 55.5% and 58.2% at 500 and 1000 °C, respectively. The 

system was left to cool down overnight, and the sample was retrieved. Upon initial inspection, 

the sample seemed to be undamaged, with tape markings from previous uses still present on 

the diamond.  

5.6 Hydrogen Loading 

After the test run, the quartz tube was fitted with fused glass joints (Figure 17), which improved 

the leak rate of the system and allowed it to reach a vacuum as low as 7 × 10−2 mbar. With the 

improved quartz tube, the freestanding boron-doped PCD was chosen for the first hydrogen 

loading run. The diamond was placed into a specially designed quartz boat (Figure 18) and was 

pushed in using a long metal rod. The system was left to pull a vacuum overnight, resulting in 

a base vacuum of 7 × 10−2 mbar recorded before the run. The system was then purged with a 

high flow (100 SCCM) of hydrogen for roughly two minutes to bring it up to a pressure of 

~350 torr, after which hydrogen flow was set to 10 SCCM. 

After pressure stabilised around 350 torr, the tube furnace was set to ramp up to 1000 °C. The 

system took roughly 40 minutes to heat up to 1000 °C, after which it remained stable, 

fluctuating between 994 and 1006 °C. When setting up the system, the program was set to stay 

at 1000 °C for four hours. However, the program did not account for the ramp-up time, so the 
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sample was only exposed to a 1000 ± 6 °C atmosphere for around 3 hours and 20 minutes. The 

system was left to cool down overnight, after which samples were taken out and stored for 

analysis. 

5.7 Deuterium Loading  

Upon doing the hydrogen run, the loading program was adjusted so that the furnace was set to 

stay at 1000 °C for four hours after completing the first step of reaching 1000 °C, addressing 

the previous issue. Samples were placed onto the quartz boat and pushed into the tube using a 

Figure 17. Image of (a) the final configuration used for the tube furnace with the addition of the 

THERMOVAC pressure meter and the fused glass joints to reduce leakage. (b) The tube furnace during 
a loading run exhibiting the orange glow of the high temperature interior. (c) Close-up of the new 

configuration showing the two pressure meters, the pressure display and the Burkert flow controller.  
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long metal rod. The system was pumped down overnight, leading to a base vacuum of 

~7 × 10−2 mbar. Deuterium gas was drawn from a 100-litre cylinder, pressurised at 19.4 bar. 

The cylinder was sourced from BOC Limited (Woking, UK) and connected to the previously 

used hydrogen gas line. The lines and system were purged, and Deuterium flow was set to 5 

SCCM.  

The loading program was initiated, and deuterium flow had to be increased (~20 SCCM) during 

ramp-up to reach a stable pressure of ~350 torr, after which it reduced back to 5 SCCM. After 

40 minutes, the program reached 1000 ± 6 °C and maintained the temperature for four hours. 

The valve was set to 54.8% open to maintain ~350 torr and was opened further to 54.3% during 

the program. Once the program had finished, deuterium flow was left on until the system had 

cooled down to below 600 °C to prevent implanted deuterium from diffusing out.  

6. Characterisation and Analytical Techniques 

6.1 LEXT laser microscope 

A LEXT OLS5100 laser microscope from Evident Scientific (Tokyo, Japan) was used to 

observe and analyse the surface of each sample (Figure 19). The LEXT microscope is capable 

of magnifications up to 100x and can perform 3D analysis of surface morphologies. 2D and 

3D images were taken of each sample, and the 3D scans for each sample type are presented 

Figure 18. Demonstration of how the samples were placed into the furnace on quartz boats (left) which were 

designed in house and produced at the glass workshop. The image on the right shows the boat with the samples 

inside the quartz tube, which would be sealed and evacuated of air before the loading process.  
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below in Figure 20. Samples were also analysed under the microscope before and after the 

loading to determine whether samples had been etched by the process. 

6.2 Magnification and 3D imaging 

Under the microscope, the freestanding BDPCD (Figure 20.a) had numerous defined grains 

whose sizes are in the tens of microns. Due to this, the sample could be considered 

‘microcrystalline’ exhibiting larger grains than nano- or ultrananocrystalline diamonds, which 

have grain size in the nanometre scales.29 As discussed previously, the boundaries between 

these grains could host binding sites and defects to house extra deuterium, possibly increasing 

retention.111 

On the other hand, the BDSCD consists of a single, flat grain without any large ridges, valleys 

or imperfections. There does seem to be some noise present on the surface, likely due to the 

low level of magnification used for the scan. Without having any grain boundaries, the sample 

is expected to hold less deuterium than its polycrystalline and etched counterparts.  

The LEXT system was also able to analyse the laser etching of the graphitised sample (Figure 

20.c). 3D analysis of the digits shows maximum etching depths of ~90 μm, which seem to get 

shallower across the sample. The etched regions are expected to contain graphitic carbon with 

a large number of defects that can house deuterium. Intriguingly, the graphitised SCD seems to 

have small imperfections, being bumps and divots, on the unetched regions, possibly as a result 

of the etching process. 

Figure 19. The LEXT OLS5100 laser microscope in the diamond lab. The instrument was used for 

analysis of surface morphologies as well as magnified 3D imaging of samples. 
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Figure 20. LEXT analysis of (a) the freestanding BD PCD sample from Element Six taken at ×100 
magnification. The various grains and their boundaries are prominent, and the average grain size is 

determined to be in the 10s of microns, suggesting the diamond is microcrystalline. (b) The BDSCD 

grown in the diamond lab, taken at ×10, is seen to be quite flat and uneventful. (c) The graphitised 

SCD taken at ×20, showing the regions etched using the laser micromachining tool. The etched troughs 

seem to get shallower when moving down the sample. 
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6.3 Depth measurements   

On top of imaging, the LEXT was used for more through-depth profiling of samples. This 

process was done for the etched regions on the graphitised SCD to properly quantify the depth 

of the regions. The process was also done for the flat SCD samples post-SIMS analysis to gain 

an understanding of the etching rate of the SIMS instrument. These depth profiles are presented 

in Figure 21 below.  

The etched digits on the graphitised SCD are seen to vary in depth throughout the sample 

(Figure 21.a). Focusing the laser onto a transparent sample, such as the pristine SCD, is 

difficult, requiring marking of the surface with black ink. The ink marking could have degraded 

throughout the laser process and affected the focus of the laser, resulting in shallower etching 

in some regions. The trough seen next to the one-hour SIMS hole (Figure 21.b) is noticeably 

less noisy. This difference in signal quality is likely a result of different magnifications being 

used, with the LEXT having difficulties determining specific depths at lower magnifications. 

However, by taking the averages, the troughs can be approximated to be ~20 μm deep. 

Due to the heavy presence of grains in the PCD samples, finding and determining the depth of 

the SIMS hole was not possible. Furthermore, as the BDSCD sample broke during removal 

from the SIMS, subsequent depth analysis was not possible. To then determine the etching rate, 

an average was taken for the rates observed on the two remaining samples (graphitised SCD 

and BDSCD_2). As seen in Figure 21.b and .c, the SIMS analysis has etched a depth of 2.4 and 

4.1 µm for a one- and two-hour run. This constitutes an average etching rate of 2.2 µm/hour or 

0.62 nm/s, a large increase from the calibrated value of 0.28 nm/s in 2014.  

6.4 Laser Raman spectroscopy 

(Laser) Raman spectroscopy is a technique frequently used to determine vibrational 

frequencies of molecules. In Raman spectroscopy, a monochromatic laser is focused using a 

microscope onto the sample surface. The laser excites electrons within the material, leading to 

inelastic scattering of photons. The photons are detected and measured using a charge-coupled 

device. With this, Raman spectroscopy can distinguish between diamond, amorphous carbon, 

and graphite, being able to analyse the carbon-phase composition of diamond samples.118 

Depending on the colour of the laser used, Raman results and intensities can vary heavily. 

When analysing diamond samples, green and blue lasers are shown to exhibit a distinct 

diamond peak at ~1332 cm-1. Meanwhile, when using a red laser, a dominant luminescence 

peak at ~2270 cm-1 is observed alongside the diamond peak. When looking at BDDs, green 

lasers are shown to obtain the highest peak intensities out of the three colours.119  

A Renishaw RM 2000 confocal micro-Raman system was used for the Raman analysis done in 

this thesis (Figure 22). The instrument, made by Renishaw (Wotton-under-Edge, United 

Kingdom), can be found in the diamond lab and operates with a green (514 nm) Ar+ laser as an 

excitation source. The Windows-based Raman Environment (WiRE 2.0) software was used to 

set up spectral acquisitions and produce the data. The data was subsequently processed using 

Microsoft Excel, with a baseline correction being applied. 
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Raman spectroscopy was performed on the three sample types to gain an understanding of their 

carbon phases. The analysis was repeated after the deuterium loading to determine any changes 

to the structure during the high-temperature loading process. The spectra for each sample type 

are presented in Figure 23. In addition to the analysis before and after the loading process, the 

etched regions of the graphitised sample were also analysed using the Raman spectrometer to 

gain insight into the extent of graphitisation resulting from the laser etching.  

During the process, samples were placed onto the sample holder under a microscope at ×50 

magnification, which was used to ensure the sample was properly focused and the laser was 

aimed at the correct region. Different areas of interest were also explored and are presented in 

each of the spectra for each sample type. Each spectrum consisted of five acquisitions, each 

with an exposure time of one second. 

 

Figure 22. Image of the micro-Raman system found in the diamond lab. The sample is exposed to the 

laser through a ×50 lens on the optical microscope in the centre of the image. The microscope can also 

be used to observe the sample and determine the region being analysed.  
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Figure 23. The Raman spectra of the (a) PCD, (b) BDSCD, and (c) graphitised SCD. For the PCD, 
spectra were taken before and after the loading process, focusing on large grains, with an additional 

spectrum also taken after in the grain boundary. The BDSCD had charred and clear regions after the 

loading process, both of which were compared to before the loading. The etched and pristine regions 

on the graphitised sample were also investigated before and after the loading process. 
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6.4.1 Deuterium loaded PCD  

For the PCD sample, larger grains were targeted for analysis to reduce the number of defects 

at the exposure site. Raman spectra were obtained for the deuterium-loaded PCD sample before 

and after the loading process. An additional spectrum was taken at a grain boundary to establish 

and compare any differences against the grains.  

When looking at the Raman spectrum for the PCD before deuterium loading (green, Figure 

23.a), a diamond peak at 1332 cm-1 is observed weakly. The intensity for the whole spectrum 

is very low with a large rising background, which required heavy baseline correction to form a 

legible spectrum. As this was the first Raman analysis, and similar behaviour was unseen in 

subsequent peaks, the low intensity and quality were likely due to poor technique when 

focusing the laser. There is a very weak band observed at ~1550 cm-1; this band is also weakly 

observed in the spectrum for the grain boundary (red) and could correspond to the graphitic 

‘G’ band observed for sp2 hybridised carbon.120 The G band has previously been observed in 

microcrystalline diamond films, with larger bands consistent with poorer quality of the 

diamond.118 This observation is in line with expectations, where grain boundaries introduce 

defects and are seen to exhibit graphite-like coordination, consisting of 80% threefold 

coordinated atoms.121 This suggests that while the aim was to focus within a grain, a boundary 

could have been analysed instead. Moving onto the spectrum taken after the loading process 

(blue), apart from the 1332 cm-1 diamond peak, there is only a dip in the spectrum before the 

characteristic diamond peak. The lack of a band at 1200 cm-1, which is commonly observed for 

heavily boron-doped diamonds, suggests the sample is lightly boron doped.122, 123  

6.4.2 Deuterium loaded BDSCD 

After deuterium loading, the sample has a clear change in colour, shifting from a dark-blue 

tone commonly observed for boron-doped diamonds to a more translucent centre with a darker 

charred edge (Figure 24). Due to the unexpected change, the carbon phases of the charred and 

clear region were analysed with Raman spectroscopy. The colour change is not purely aesthetic, 

demonstrating a clear difference in the Raman spectra taken (Figure 23.b) between the clear 

(red) and charred (blue) regions. In the clear region (red), the only distinct peak is the 1332 cm-

1 peak, with a very slight, almost unnoticeable G band. Meanwhile, the charred region (blue) 

indicates that the sample has been graphitised with a prevalent G band and a new ‘D’ band at 

~1400 cm-1, corresponding to disordered graphite.118, 120 This suggests that the edges, and the 

centre to a much lower extent, have been graphitised during the loading process. However, as 

the phenomenon is not observed in the PCD or the pristine regions of the graphitised SCD 

(Figure 23.a & 23.c), it is likely a result of the boron content of the SCD.  

6.4.3 Graphitised SCD 

As the graphitised sample had two separate regions, pristine and etched, both regions were 

analysed before and after the loading process, and the spectra are presented in Figure 23.c. 

When comparing the two regions before the loading, the laser etching is seen to damage the 

diamond, resulting in graphitisation. This is made evident by the broad D and G bands observed 

for the etched region (green), almost masking the 1332 cm-1 diamond peak, which is only 

faintly observable. A faint peak at ~1150 cm-1 is also observed in the spectrum and is suspected 
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to stem from trans-polyacetylene (t-PA) segments.124 These t-PA segments are commonly 

associated with nanocrystalline diamonds but have been observed in diamond samples that 

have been etched with O2 plasma.125, 126 The t-PA peak is not observed after the loading process 

(blue), possibly indicating that the process has degraded the t-PA, which is suspected to possess 

differing chemical reactivity than diamond due to its unique bonding.127 Another reason behind 

the disappearance of the peak could be the variability of the defects throughout the diamond, 

where it is difficult to replicate results with such a specific technique as Raman spectroscopy.  

6.5 Secondary Ion Mass Spectrometry 

SIMS is a destructive process used to analyse the elemental or molecular composition and their 

spatial distribution in thin films. SIMS, as a technique, can characterise a broad range of 

elements with a high level of sensitivity. Time-of-flight (TOF) SIMS detection limits for 

hydrogen and deuterium in silicon were measured to be 3 x 1019 and 1.5 x 1018 atoms/cm3, 

respectively, highlighting a much higher sensitivity than other common analytical 

techniques.128 SIMS involves the bombardment of the surface with a primary ion beam and 

accumulating the ejected secondary ions for mass spectrometry. While it is a destructive 

technique, SIMS can analyse samples very locally, being able to selectively bombard areas at 

the micrometre scale.  

The SIMS analyses performed for this thesis were done using the SIMS instrument at the 

University of Bristol Interface Analysis Centre (Figure 25).  After the loading process, samples 

were analysed using SIMS to measure the content of various elements in the diamond samples. 

For the SIMS process, a control sample for both SCD and PCD was used to compare and 

determine the effectiveness of the thermal loading process. Samples were loaded onto a stage 

and angled 45° to properly align the ion gun and detector. SIMS depth profiles were measured 

using a Ga+ ion gun firing at 25 keV through a magnification of ×3000. A beam current of ~3.0 

nA was measured using a Keithley (Cleveland, United States) model 6482 picoammeter with 

Figure 24. LEXT image of top half of the BDSCD sample after the deuterium loading, taken at ×10 

magnification. The edges are clearly darker, exhibiting ‘charring’ of the surface, while the centre of the 

diamond is shown to be clearer.  
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the beam in a Faraday cup. A “gating” facility was in place to reject secondary ions resulting 

from the sidewalls of the etched holes.  

The specific SIMS parameters used for every sample are outlined in Table 4. Due to the age of 

the instrument and the power source, it was difficult to properly focus the detector, with some 

samples requiring higher ion amplification settings to gain a signal on the sample. As 

mentioned in section 6.3, post-SIMS 3D analysis of the SCD samples allowed the etching rate 

to be estimated. In 2014, the etching rate was assumed to be ~1.0 μm/hour (precisely being 

Figure 25. Annotated image of the SIMS instrument found in the Interface Analysis Centre at the 
University of Bristol. The system is constantly kept at UHV with samples being loaded into a separate 

vacuum chamber before being moved onto to the sample stage. 

Table 4. Summary of the SIMS parameters which were changed throughout the study. Dwell times 

remained constant for carbon (100 µs) as well as H, D, HD, D2 (1000 µs).   
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0.28 nm/s), however, the recent SIMS runs have demonstrated average etching rates of 2.2 

μm/hour (Figure 21).  

6.6 Thermal Desorption Spectra  

TDS is another analytical technique that is valuable in its high sensitivity to quantify small 

amounts of hydrogen isotopes present in various materials. In principle, the technique is the 

inverse of the loading process employed in this thesis. In this method, samples are heated under 

ultra-high vacuum (UHV), leading to desorption of molecules incorporated within the lattice. 

These molecules are analysed by mass spectrometry, allowing for bulk concentrations of 

elements to be inferred. TDS offers an advantage over SIMS in that it can analyse the deuterium 

content across a whole sample rather than in specific localised areas. However, this could also 

be a disadvantage, where some samples would benefit from localised analysis (such as the 

graphitised SCD). Another advantage of TDS is that it offers information on the type of 

bonding, where the activation energy for desorption and coverage can be inferred from the 

temperature required for the constituent to diffuse out of the bulk.129  

Therefore, to supplement the SIMS analysis, TDS was performed on one deuterium-loaded 

SCD to gain insight into how the deuterium was incorporated within the lattice. The TDS 

performed for this thesis was carried out by A. Zafra (Department of Engineering Science at 

the University of Oxford), using a Hidden Analytica Ltd. Type 640100 TPD workstation.130 

The TDS operates at UHV using a quadrupole mass spectrometer as the detector. The sample 

was placed on a hot plate that was heated up to 1000 °C from room temperature at a rate of 10 

°C/min. Once 1000 °C was reached, the temperature was held for an hour. To protect the TDS 

instrument from contamination, an aluminium nitride layer was employed between the sample 

and the hot plate. The layer reduced the temperatures reached by the sample, requiring a 

temperature correction to be applied to the data. Temperature correction was determined by 

analysing argon desorption from a Si substrate.  

Calibration factors for the TDS instrument were obtained using leak calibration tests for both 

H2 and D2, whereas the calibration factor of HD was taken as an average of the two values. To 

infer the deuterium content from the factors, the integral of the corrected counts must be 

multiplied with the calibration factors, giving the total number of deuterium atoms measured. 

To gain a concentration, the number of deuterium atoms must be divided by the area of the 

sample investigated. 

 

7. Results & Discussion  

7.1 Processing and presentation of the data 

A large majority of the data processed and analysed was from SIMS. Initially, the SIMS 

instrument outputs elemental composition values as a percentage of the surface or maximum 

count observed. Due to this, the data must be converted into specific counts, which then have 

to be standardised as a ratio of the total number of carbon counts to account for the high 

sensitivity of the instrument (Figure 26). To make the graphs more legible and to account for 
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extreme outliers, a rolling average of ten data points was taken. A rolling average was also used 

for the data received from the TDS. 

 

Figure 26. The data processing procedure for 

the raw SIMS data to the graphs presented in 
this thesis. Relative counts were used as they 

offer the ability to compare different samples, 

each with their own sensitivities to the SIMS 
system. Rolling averages were utilised to 

reduce noise and make the data more legible  
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7.2 Sample Weighing  

To gain an initial estimate of the amount of hydrogen/deuterium loaded, samples were weighed 

before and after the loading process. Due to time constraints with the loading process and the 

availability of the SIMS instrument, the weighing was performed after the SIMS analysis. 

While SIMS is a destructive technique, the amount of material removed during the process was 

determined to be insignificant on a milligram scale. From LEXT imaging (Figure 21), the SIMS 

is shown to etch at a rate of ~2.2 μm/hour. If the SIMS is assumed to etch in a ~10 μm3 cube 

(2.23), a large exaggeration, the etching process would remove 2.2 x 1011 diamond unit cells 

(with a cell taken to be 4.55 x 10-11μm3 in size).131 An individual diamond unit cell contains 18 

carbon atoms, 14 of which are shared with its neighbours. If these shared atoms are considered 

distinct for each unit cell, the etched region would consist of ~4 x 1012 carbon atoms, weighing 

in at 7.8 x 10-11 grams, or 78 pg. Therefore, even when overestimating the number of carbon 

atoms and size of the area etched, the SIMS process should have a negligible impact on the 

weight of the samples.  

With this in mind, the weight differences before and after the loading processes are listed in 

Table 4. The only sample which had a significant change in mass was the etched SCD, which 

decreased in mass by 0.09 mg. The decrease in mass is likely a result of the sample chipping 

at the edges near the etched digits. This chipping of the sample was observed when looking at 

the sample under the LEXT and is the likely culprit. For the two other measured samples, there 

was no significant change in mass, with both samples increasing in mass by 0.01 mg, which is 

within the error of the measuring instrument.  

If the mass increases in Table. 5 are taken to be accurate, a change in mass of 0.01 mg would 

constitute 6 x 1018 hydrogen atoms or 3 x 1018 deuterium atoms. For a sample that is 6.8 mm 

by 3.3 mm in size (for the SCD sample), 3 x 1018 deuterium atoms reaching a maximum depth 

of ~10 μm (the expected maximum) would constitute a concentration of ~1022 atoms per 

cm3(75000 ppm), an unprecedented amount. Due to this, it is very reasonable to assume that 

the change in mass is a result of the error associated with the instrument. Moreover, the 

calculation also demonstrates that to record the change in mass from deuterium implantation, 

a much more sensitive scale needs to be utilised, and thus, subsequent samples were not 

measured before or after the loading process. On the bright side, the fact that there is no 

negative change in mass in the BDSCD and PCD suggests that there is no significant etching 

of the samples during the loading process.  

Table 5. Mass differences of weighed samples before and after the hydrogen and deuterium loading 

process. Masses were measured using a five-decimal gram weighing scale. 
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7.3 Control samples  

To determine whether significant amounts of deuterium were implanted into the samples, SIMS 

was performed on two reference samples that had not been thermally loaded with either 

hydrogen or deuterium. SIMS for the BDPCD control was initially done for the hydrogen 

loading and thus did not measure counts for HD and D2. Furthermore, the BDPCD control 

sample was done using an amplifier setting of 10-8 A, while the SCD control was done at 10-7 

A. A subsequent analysis of the BDPCD control was to be done for the deuterium; however, 

due to limited timeframes between loading runs and loss of the initial deuterium loaded 

BDPCD, the sample was chosen to be loaded with deuterium instead.  

When examining the trends in both the PCD and SCD control (Figure 27), it is evident that the 

sudden spikes, in the case of the PCD, are a result of the sudden drops in the carbon counts. 

The same can be said for the SCD, where the slow rise in relative counts over time is consistent 

with the decline in carbon counts.  The SIMS depth profile for the BDPCD control (Figure 

27.a) is as expected, with a high boron concentration followed by H and D (H2), which are 

expected to incorporate into the sample during the deposition process. On the other hand, the 

results for the SCD control (done at 10-7 A) seem to suggest that the relative counts of boron 

almost equal that of hydrogen and deuterium (Figure 27.b). The pristine SCD sample is 

undoped and stated to have a boron concentration of <0.05 ppm (<1016 atoms per cm3).116 But 

as the relative counts are similar, this also implies that very little hydrogen (H and H2) is present 

in the SCD. This is unusual as the CVD-grown diamond is expected to contain hydrogen at a 

higher concentration than 0.05 ppm, suggesting that the SIMS instrument might have a difficult 

time detecting hydrogen at lower ion amplification settings. 

When comparing the two controls, the relative counts should be unaffected by the difference 

in amplification. However, when looking at the results (Figure 27.c), this is not the case, and 

the relative counts observed for the higher amplification are significantly larger. Furthermore, 

the difference seems to be amplified for the lighter elements, where the higher amplification 

might be necessary to observe the counts in the first place. In the comparison, the Si counts 

seem to be somewhat close, being within an order of magnitude between both samples, 

especially towards the end of the analysis. On the other hand, there is a large difference between 

the relative H and D counts by an order of two magnitudes, further highlighting that the ion 

amplification might be necessary when dealing with light atoms.  



38 

 

 

Figure 27. Processed SIMS results for the (a) BDPCD and the (b) SCD controls. Trends in the element 

counts can be related to changes in the carbon count (black). The two results are compared in (c) where 
the BDPCD (red, orange, yellow) is seen to have significantly larger relative counts than the SCD 

(green) control. 



39 

 

7.4 Hydrogen & Silicon BDPCD test 

There was a concern that the high temperatures of the loading process could result in the etching 

of the quartz (SiO2) tubing that could subsequently contaminate the diamond samples with 

silicon and oxygen. Therefore, to address and measure the extent of the contamination, Si+ 

counts were measured in the SIMS analysis for the initial hydrogen loading test (O- counts 

could not be measured as the SIMS analysis was run in positive ion mode). The relative element 

counts for the hydrogen-loaded PCD are compared to the control in Figure 28. For the loaded 

PCD, the SIMS instrument was knocked, resulting in the large spike in carbon counts seen at 

~1400 seconds. After the spike, the raw data was noticeably noisier and non-carbon counts 

began to increase relative to the carbon. While the spike should not affect the relative counts, 

due to the source and nature of the increase, some uncertainty should be associated with 

conclusions drawn from data beyond ~1400 s. 

Looking at the relative counts for the loaded PCD (Figure 28.b), Si is present in the sample. 

However, relative Si counts are relatively similar between the sample and the control, 

suggesting Si contamination to not be a large issue. Looking at the other elements (H, H2, and 

B) in the loaded PCD (Figure 28.b), the trend in counts seem to follow each other closely. The 

correlation between the observed hydrogen and boron counts hints at boron possibly housing 

the implanted hydrogen, forming boron-hydrogen complexes within the diamond lattice. DFT 

calculations on boron-hydrogen complexes in diamond have found stable structures involving 

a single B impurity with up to four interstitial hydrogens.132, 133  

On the other hand, the relative counts for the control PCD are as expected, with low 

concentrations of Si compared to hydrogen and boron. Similar to the loaded PCD, the hydrogen 

counts seem to correlate heavily with the boron counts. While there are spikes present in the 

relative counts, they are easily explained by the troughs observed in the carbon counts. Much 

more information can be inferred when comparing the two SIMS results.  

Intriguingly, the relative boron counts are slightly higher in the loaded sample (Figure 28.c). 

The difference in relative boron counts only starts to widen after ~1400 s, the point at which 

the instrument was knocked, and data became unreliable. Due to this, it can be presumed that 

there is only a slight difference in boron counts between samples, likely resulting from 

miniscule differences in the manufacturing process.  

When comparing the hydrogen counts (Figure 28.d), there does seem to be some increase in 

the loaded sample. However, it is important to note that the increase is consistent with the 

difference in relative boron counts, suggesting that the higher counts could be a result of the 

increased boron concentration rather than the loading process. Furthermore, as the differences 

are consistent between the B, H, and H2 counts, it could result from the knocking of the 

instrument observed at ~1400 s. Due to these circumstances, the difference in hydrogen content 

between the two samples cannot be taken as significant enough to determine whether the 

loading process was successful.  
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 Figure 28. The SIMS data for (a) the BDPCD control (Con), (b) the hydrogen loaded BDPCD (Loaded), 
(c) Silicon and Boron, and (d) Hydrogen relative counts for the two samples. Note that the relative Si 

counts for the loaded PCD had a higher dwell time and thus was scaled down by an order of magnitude.  
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7.5 Deuterium loading on SCD, BDSCD, and control SCD 

After the initial hydrogen test, one of each sample type (graphitised SCD, BDSCD, and 

BDPCD) was loaded with deuterium. The samples, along with a SCD control, were then 

analysed using the SIMS instrument to determine the extent of deuterium implantation, and the 

results are presented below in Figure 29. Unfortunately, the deuterium-loaded PCD was 

dropped into the vacuum chamber of the SIMS (Figure 30), being unretrievable for the near 

future. Due to this, only the SIMS results for the graphitised and BD SCD are compared against 

the control. HD and D2 counts were chosen for the comparison as unlike D, which can be 

mistaken for H2, the species only exist as a result of deuterium in the diamond. When taking 

the graph at face value, a significant difference between the HD and D2 counts of the loaded 

samples against the SCD control is observed (Figure 29.a). 

The HD and D2 counts seem to be the closest to the control for the pristine SCD, while the 

BDSCD and the graphitised SCD are seen to contain significantly higher amounts of 

deuterium. These results are as expected, where the undoped and relatively defect-free SCD 

will hold the least amount of deuterium. While it is difficult to distinguish on the graph, the 

relative deuterium counts observed for the pristine SCD are still 2-3 times higher than the 

control, demonstrating that the thermal loading could still be working, just to a smaller extent. 

Meanwhile, both the etched and the BD SCD have deuterium counts which are an order of 

magnitude higher than the control. This data seems to support the hypothesis that an increase 

in the number of defects will increase the amount of deuterium retained in the sample.  

When comparing the etched and the BD SCD, the etched sample is shown to retain a lot more 

deuterium at deeper levels. The increase in counts over time is observed for all element counts 

as it is likely due to the decrease in carbon counts over time observed in previous SIMS runs. 

While this decrease in carbon counts is also observed for the BD SCD, the effect on the relative 

count is not as prominent. A possible reason behind the difference in relative count is that the 

boron layer was very thin and only accounted for a small part of the depth profile, and thus, the 

doping will not be able to affect the deuterium retention at deeper levels. Another factor which 

could have affected the retention of the BDSCD would be the loss of boron throughout the 

loading process. It was noticed that the sample had lost some of its colour after being in the 

tube furnace, suggesting that boron had been diffused out of the diamond. This could negatively 

affect the deuterium retention due to the ‘healing’ of the lattice at high temperatures, a 

phenomenon observed for boron-doped diamonds.134, 135  

Due to the uncertainty involved in the comparison between the loaded samples and the SCD 

control, the samples were also compared against the SIMS analysis of the PCD control that 

was done using an amplifier setting of 10-8 amps. As the SIMS analysis for the PCD control 

did not involve HD or D2, the samples had to be compared with their relative H and D (H2) 

counts (Figure 29.b). In the comparison, there seems to be no significant difference between 

the counts observed for the pristine SCD and the control. Meanwhile, the etched SCD has the 

highest observed counts, being more than an order of magnitude larger than the control. The 

BD SCD is also observed to have higher counts than the control, although not to the same 

extent as the etched regions, indicating there is higher retention in the etched SCD. 
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Figure 29. Comparisons of the hydrogen and deuterium counts of the BDSCD (BD) and both the 

pristine (Pris) and the etched (Etch) regions of the graphitised SCD samples against (a) the SCD 

control and (b) the PCD control (Con). 

Figure 30. Images of the dropped BDPCD inside the SIMS UHV chamber (left) and the graphitised 
SCD sample on the mounting stage used to hold and manoeuvrer the samples within the chambers 

(right). 
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7.6 Deuterium loading 2 on BDSCD and BDPCD 

To further understand the difference that ion amplification has on the hydrogen and deuterium 

counts, a second BDSCD and BDPCD were loaded with deuterium. These samples were 

subsequently analysed by SIMS using an ion amplifier setting of 10-7. The results are presented 

in Figure 31, along with a comparison to the SCD control (also run at 10-7). In the spectra for 

the BDPCD-2 (Figure 31.a), HD and D were omitted from the spectra to increase legibility and 

as qualitative conclusions of hydrogen and deuterium content can already be drawn from H 

and D2. The BDPCD-2 sample is shown to contain a large amount of Si, a recurring observation 

for all samples. Moreover, the sample is expected to contain hydrogen from the deposition 

process; thus, the fact that similar counts of H and D2 are observed suggests deuterium is 

present in the sample at a sufficient level. Both B and Si had shorter dwell times, and thus their 

counts are expected to be an order of magnitude larger than presented in the Figure 31, 

suggesting that both Si and B are present at much higher concentrations than the hydrogen 

isotopes. 

The relative counts for the BDSCD-2 are slightly lower than those for the BDPCD-2. However, 

the counts are less noisy, possibly indicating that a better signal was obtained. Within the 

spectra, the boron layer is easily recognisable and seems to only be ~0.3 μm thick. The sample 

is shown to contain a similar amount of silicon as the BDPCD-2 but with lower hydrogen and 

deuterium counts. Yet again, the hydrogen and deuterium counts are similar, suggesting 

deuterium is present in the sample, at least to the same extent as the hydrogen. The D (H2) and 

D2 counts are slightly higher than the H and HD counts, suggesting that hydrogen and 

deuterium might prefer to incorporate as a molecule within the lattice. This phenomenon is also 

observed by TDS analysis of deuterium-implanted diamonds performed by Kimura et al. where 

almost all of the implanted deuterium desorbed as the D2 molecule.136  

When both samples are compared against the control (Figure 31.c), there seems to be no 

significant difference in the deuterium content of the BDSCD-2. Meanwhile, relative HD and 

D2 counts for the BDPCD-2 are roughly double those for the control. This suggests that while 

deuterium counts are observed, the counts could be a result of background noise similar to dark 

current for photosensitive devices. Also, when compared to the results from the previous 

section, the differences in counts between the loaded samples and the control appear to be much 

smaller, supporting the idea that a higher ion amplification might be needed. When looking at 

the heavier elements (Figure 31.d), the control sample seems to contain more Si than the two 

loading samples, reiterating the lack of silicon contamination from the loading process. The 

BDPCD-2 seems to contain Si at similar levels to the control, which drops off due to a decrease 

in carbon counts. On the contrary, there is a stark difference in the observed boron counts. This 

is as expected, as the pristine SCD is undoped while the two loaded samples are boron doped. 

The grown boron layer is prominent for the BDSCD-2, after which the counts decrease to the 

same level as the PCD. This behaviour is strange as the boron count is expected to decrease to 

the baseline (SCD control) but instead seems to equal the BDPCD-2. This could be a result of 

boron diffusing throughout the lattice when exposed to the high temperatures of the loading 

process and could suggest that the BDPCD-2 is very lightly boron doped. 
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 Figure 31. SIMS results for the deuterium loaded (a) BDPCD-2 (BD) and (b) BDPCD-2 (PCD). The 

carbon counts (black) are also presented in (a) and (b). Comparison of (c) the HD and D2, and (d) the 
Si and B counts are also presented. Note that the BDSCD-2 had a longer analysis time (2 hours) 

which is not presented in the comparisons. 



45 

 

7.7 Deuterium loading on Oxford samples  

As discussed previously, two SCD samples (one intrinsic and one BD) were laser etched to 

induce Frenkel defects under the surface. The samples were loaded with deuterium separately 

to ensure no boron contamination of the intrinsic sample. As these defects were induced 5 μm 

below the surface, the samples were analysed by SIMS for five hours to ensure the affected 

area was reached. For both samples, SIMS was performed using an ion amplification of 10-7 

and are presented in Figure 32 below.  

One concern was that the thermal loading process would not be able to incorporate deuterium 

5 µm into the lattice. However, Cherniak et al. have observed deuterium to diffuse through 

PCD at a rate of ~80 nm2/s at 900 ºC. Therefore, deuterium diffusing through a PCD at 1000 

ºC could reach a maximum depth of >10 µm in four hours.137 The study utilised PCDs, while 

the two Frenkel samples are SCD, which has been shown to have differing diffusion 

characteristics. Simulated diffusion in diamonds performed by Pittard et al. has shown 

deuterium to diffuse at faster rates in PCDs than SCDs, preferentially traveling through grain 

boundaries.138 However, the SIMS results still suggest that the diffusion rate was significant 

enough to observe deuterium at depths >5 µm. 

The intrinsic sample (I-Frenkel) exhibits unusually high relative counts for both Si and H at 

the start of the analysis, possibly indicating a high level of contamination towards the surface. 

Otherwise, the relative counts are observed to be very similar to previous samples, with high 

Si counts accompanied by H, D, HD, and D2 counts being roughly an order of magnitude 

smaller. As expected for an intrinsic sample, the boron counts are negligible and could be used 

as a baseline. When compared to the relative boron count baseline, the results indicate that 

hydrogen and deuterium are present, however, no large change in relative counts can be seen 

at ~8000 s (5 μm depth). Additionally, the relative H counts are noticeably higher than the other 

three species (D, HD, and D2), suggesting that more hydrogen is present. This difference 

between hydrogen and deuterium is not observed in other samples and could suggest that i-

Frenkel performed poorly in terms of deuterium retention as is expected for an intrinsic sample. 

For the boron doped sample (BD-Frenkel), the thermal loading process seemed to heal the 

graphitised markings on the sample, making it difficult to verify whether the defect induced 

regions were analysed by the SIMS. Nevertheless, the results are very intriguing as there is a 

spike in counts observed at around 10000 s, which corresponds to an etching depth of ~6 μm. 

The spike is somewhat in line with the depth of the defects situated 5 μm into the sample. 

However, as it is observed for all element counts and coincides with a sudden drop in carbon 

counts, the spike could be due to a fault in the electronics similar to the one observed for the 

hydrogen-loaded BDPCD in Figure 28. Furthermore, as a similar phenomenon is not observed 

for I-Frenkel, the source of the increased counts is likely coincidental. Similar to BDSCD-2, 

the boron layer is prominent and is calculated to be ~0.6 μm thick, being twice as large as the 

BDSCD-2. The D (H2) relative count is significantly larger than H, HD, and D2, suggesting a 

lot of hydrogen, and possibly deuterium, is present in the sample. However, the disparity in 

counts between D (H2) and other deuterium species (HD and D2) suggests that BD-Frenkel also 

performed poorly in retaining deuterium.  
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Figure 32. The SIMS results for (a) the i-Frenkel and (b) the BD-Frenkel samples. Their respective 
HD and D2 are compared against the SCD control in (c). The HD and H relative counts were removed 

from (a) and (b) respectively to make the figures more legible. 
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7.8 TDS on BDSCD 

The results of the TDS are presented in Figure 33 below. When looking at the HD and D2 

spectra, the samples do contain deuterium, being in line with the conclusions drawn from the 

SIMS results. When using the calibration factors, the total deuterium count measured by the 

TDS comes to ~3 x 1015 atoms, corresponding to a concentration of 1.4 x 1016 atoms/cm2. TDS 

performed by Pittard et al. report deuterium concentrations for an reference PCD sample to be 

3.31 x 1014 atoms/cm2.111 In the same paper, ion implantation with deuterium energies up to 1 

keV are shown to implant deuterium at a concentration of ~6 x 1015 atoms/cm2. This suggests 

that thermally loading samples with deuterium may result in greater retention than low energy 

ion implantation. This also goes against the results from the SIMS analysis, which suggests 

that the BDSCD-2 sample had relative deuterium counts similar to the control, which is 

expected to contain no deuterium. 

For both the HD and the D2 spectra, there seem to be two distinct peaks, a smaller peak at 

around 650 °C and a larger peak at around 867 °C, the highest temperature reached by the 

sample. The first smaller peak is also observed by Pittard et al. in their D2 spectra (within 500-

800 °C) and is suggested to belong to binding sites within the grain. This was further supported 

by the lack of the peak in the H2 spectra, as the inter-grain binding sites would likely be 

inaccessible to hydrogen bound in the diamond.15 Kimura et al. suggest the smaller peak occurs 

at such an energy as it originates from the detrapping of deuterium from a sp3 C-D bond, a 

bond which has been shown to occur when diamond is irradiated with deuterium.136, 139  

Meanwhile, the significant number of counts observed at the peak temperature (867 °C) 

suggests deuterium might still be trapped in the sample. This larger peak is observed by Pittard 

et al. and is proposed to occur from incorporation in grain boundaries, explaining why it is 

accessible to hydrogen and also observed in the H2 spectra (Figure 33.b).  However, the fact 

that the D2 and the HD peak do not reach a stable plateau suggests that there is no constant 

outgassing of deuterium after the maximum temperature was met. This could be due to two 

reasons, one being that all the deuterium present in the diamond is being diffused out during 

the TDS, and thus, the deuterium counts start to decrease over time. This option is unlikely as 

the number of observed counts seems to decrease immediately upon reaching the maximum 

temperature. On the other hand, the thermally loaded deuterium could have found stable 

binding sites within the diamond that require higher temperatures to be released from. This is 

highly probable as the sample did not reach the same temperature as the one it was loaded at. 

Kimura et al. suggested that deuterium counts observed from >850 °C are a result of bubbles 

present in the diamond, which they concluded by analysing the full width half maximum of 

their peaks. Due to the aluminium nitride coating limiting the maximum temperature, the 

second peak cannot be analysed fully, and similar conclusions cannot be reached. However, 

what can be concluded from the TDS is that the thermal loading was successful and seems to 

incorporate diamonds into some stable binding site. 

The implications of this are that thermal loading seems to incorporate deuterium into stable 

binding sites rather than being diffused throughout the bulk. When under high temperature 

conditions (~1000 ºC), the deuterium atoms seem to find these stable sites to incorporate 



48 

 

themselves in. For future work, it would be interesting to determine at what loading 

temperatures this binding occurs at and through TDS at higher temperatures, it would be useful 

to quantify the amount of deuterium present at this theorised binding site.  

 

 

 

 

Figure 33. BDSCD-2 TDS results for (a) HD and D2 counts and (b) H2 counts. While the instrument 

reached a maximum temperature of 1000 ℃, the aluminium nitride layer limited the temperature 

reached by the sample, which had to be estimated separately. The temperature program presented in the 

figure accounts for this and thus displays the temperature reached by the sample. 
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7.9 SIMS analysis of Boron doping 

Although SIMS is often referred to as a qualitative technique, prior calibration of a known 

element composition can allow the technique to quantitatively measure concentrations. As it is 

quite difficult to implant a known amount of hydrogen or deuterium into a material, there is no 

[H] or [D] calibration for the SIMS instrument used. However, the SIMS instrument has been 

previously calibrated for boron concentrations using diamond samples that have been 

implanted with known quantities of B+ ions: 

𝐵𝑜𝑟𝑜𝑛 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 [𝐵] 𝑖𝑛 𝑎𝑡𝑜𝑚𝑠 𝑐𝑚−3 = 1.8 × 1022 × (
𝐵+

𝐶+)               (1) 

By applying the relative boron counts observed for the analysed samples into Equation 1, the 

boron concentration of the diamonds can be calculated. The comparison of the results with the 

expected boron concentrations of the samples can be found in Table 6. 

When comparing the calculated concentrations with the expected, the average values for the 

BDPCD control seem to be in line with the expected values, being within the 2-6 × 1020 range 

reported by Element Six.116 On the other hand, the [B] for the hydrogen-loaded BDPCD is 

almost double the upper limit. This large range in relative boron counts between seemingly 

similar samples is likely a result of the ion amplification. This is evident when looking at the 

calculated [B] for the undoped SCD, where both the pristine and graphitised regions are seen 

to contain a large amount of boron. While some boron could originate from contamination, the 

order of magnitude observed is highly unlikely, suggesting that the ion amplification is 

impacting the number of counts observed. This is also evidenced when comparing the BDSCD 

samples, which were all grown using the same MWCVD conditions. The two BDSCD samples 

(BDSCD-2 and BD-Frenkel), which were analysed with an amplification setting of 10-7 A, 

showed very similar concentrations, while the remaining BDSCD sample had a calculated [B] 

Table 6. The average boron concentration calculated from SIMS depth profiling of the samples, 

compared to expected concentration values adapted from Ref. 117. Note that for some of the samples, 

(BDSCD-2 and BD-Frenkel) averages were only taken for the counts observed in the boron layer. 
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which was an order of magnitude larger. Further suggesting the inaccuracies involved at higher 

ion amplifications, especially for heavier elements. 

To supplement the data in Table 7 and to evaluate the accuracy of the SIMS calibration, future 

work could encompass Raman spectroscopy to approximate the boron concentration of the 

diamond samples.140 

 

8. Conclusions and Future Work 

This thesis aimed to determine the feasibility of thermal deuterium loading in diamonds. 

Various types of diamonds were also investigated to evaluate the effect of defects and doping 

on the total amount of deuterium retained. When looking at the data, exposing diamonds to a 

high-temperature deuterium atmosphere seems to incorporate the gas into the diamond lattice. 

This is especially evident in the TDS results, where the BDSCD-2 sample was shown to contain 

a deuterium concentration of 1.4 x 1016 atoms/cm2, being within the same order of magnitude 

as previous deuterium loading experiments done using ion implantation.111, 136, 141  

While the thermal deuterium loading process is shown to incorporate deuterium into the 

diamonds, it is difficult to determine to what extent and depth each sample has been implanted 

with deuterium. Due to the age of the SIMS instrument, there is difficulty in distinguishing 

between elements with a lighter mass (H, D, HD, and D2). The instrument also has a hard time 

detecting the lighter ions, possibly requiring a higher ion amplification than for heavier ions. 

However, as demonstrated by the calculated boron concentrations, there are also uncertainties 

observed for higher ion amplification settings.  

Still, many samples have been observed to have relative deuterium counts larger than the two 

controls, highlighting that deuterium does incorporate into the lattice. There are some trends in 

the data which seem to support the conclusion that more deuterium is retained in areas with a 

higher number of defects. This is seen in the first set of deuterium loading runs (Figure 29), 

where the pristine SCD is shown to contain much less HD and D2 than its boron-doped 

counterpart, which subsequently has less deuterium than the graphitised regions of the SCD. 

The trend is also noticed in the second set of samples (Figure 31.c), where the BDPCD, which 

contains many grain boundaries to house deuterium, is observed to have higher relative HD 

and D2 counts than the BDSCD and the SCD control.  

It was difficult to determine whether the induced defects in the i- and BD-Frenkel samples had 

an influence on the amount of deuterium retained (Figure 32). The results seem to indicate that 

for i-Frenkel, there was no noticeable change in relative counts, with the amount observed 

being lower than in the SCD control. On the other hand, there was a sudden increase in peaks 

observed for BD-Frenkel at ~6 μm deep. While the increase coincides with a decrease in carbon 

counts, there is a possibility that the sudden change in counts (both for carbon and deuterium) 

could be due to a change in the lattice structure. Therefore, a conclusion on the effect of Frenkel 

defects on deuterium retention cannot be made, and further investigation is required, possibly 

using a SIMS instrument with a more sensitive detector such as a quadrupole mass 

spectrometer. 
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Meanwhile, the TDS results demonstrate that the implanted deuterium occupies a stable 

binding site within the lattice, requiring high temperatures to diffuse out. Solid state 

computational modelling could be utilised to determine how the deuterium occupies said 

binding site(s). Future work could also involve loading the diamonds with deuterium at a lower 

temperature, investigating whether the implantation temperature has an impact on how the 

deuterium incorporates into the lattice. Additionally, higher temperature TDS would allow for 

the true amount of deuterium present in the sample to be calculated, giving insight into the 

effectiveness of thermal deuterium loading.  

In the context of nuclear batteries, the experiments performed in this thesis show promise 

towards diamonds loaded with tritium. For the thermal loading of tritium, the results of this 

thesis suggest that a poly-crystalline diamond will offer the highest deuterium retention. This 

conclusion is in line with the literature, which suggests these boundaries comprise various sites 

for interstitial atoms to occupy.87 With the tritium loading process, the main difficulty will lie 

in configuring a system that can handle and prevent tritium leakages. However, if such a system 

is implemented, the future fabrication of tritium-powered diamond batteries seems promising. 
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